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ABSTRACT

Assessment of physico-chemical characteristics of water in Sogane pond of Shivamogga taluk, Karnataka
was carried out during January to December 2019. This water body is situated 10 Km away from
Shivamogga town and the total area of is about 9hectares. The climate of the area is almost semi-arid.
Water quality parameters were estimated as per standard procedure and compared with WHO and
Indian standards. The water temperature was between 25° C and 30.5° C. pH of the water ranged from
6.9 to 7.5, which is in the desired limit values of WHO and BIS standards. The turbidity of water ranged
90 to 130 NTU. The lowest EC value in the winter season with 80 umhos/cm. CO:2 content deviated from
12 to 16.5 mg/l. The dissolved oxygen content varied between 5.48 mg/l and 8.16 mg/l . The calcium
concentration in water varied between 12.9 and 24.5 mg/L. Magnesium concentrations (4.12-10.3 mg/L)
was also within acceptable limits. The chloride content ranged from 18.2 mg/1 to 38.4mg/1 , BOD values
varied between 2.2 and 3.45 mg/L. Sulfate content varied between 20.20 and 24 mg/L Phosphate
concentrations in water samples varied from 3.1 to 5.50 mg/L. Nitrate content was highest with 4.6 mg/L
during summer season and lowest with 0.06 mg/L during the winter season. TDS content varied
between 49.5mg/l and 80 mg/l, The total hardness values compared with different standards and ranged
from 26.1 to 38 mg/l. Acidity levels varied from a minimum of 14.2 mg/L to a maximum of 15.08 mg/L.
Water quality is influenced by environmental factors, which cause variations in nutrients. Seasonal

variations in water quality are due to allochthonous and autochthonous factors of the water body. The
physico-chemical analysis of water in this pond showed that the water is within the safe limits of
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irrigation, fisheries and used for human consumption after proper treatment. Hence, this water body is
included under mesotrophic category.

Keywords: Sogane pond, physico-chemical characteristics, Mesotrophic, Shivamogga taluk.

INTRODUCTION

The study of variations in the hydrological conditions of water bodies represents an important aspect of fisheries
research, especially considering that the chemical environment has a strong influence on aquatic organisms. Physico-
chemical properties are of great importance in the study of any environment, especially aquatic environments. In
addition to the general interest in understanding water conditions and their effects on aquatic biota, the observation
of short-term changes in physicochemical parameters can also have practical implications for pollution studies
(Kulkarni et al., 2009). It is very necessary and important to test water before using it as drinking water, domestic,
agricultural or industrial water. Water should be tested for various physicochemical parameters. Water contains
suspended, dissolved, airborne, and microbiological contaminants (Bhateria and Jain, 2016). Water bodies are
important resources exploited for inland fisheries and the recognition of a range of fish fauna, which offers great
prospects for the improvement and sustainable management of water bodies (Krishna and Piska, 2006). Water is a
renewable natural resource and the basis of living organisms. Lentic water is used for drinking and household
purposes. Physicochemical factors are developed based on scientific data on the impact of pollutants on specific
water uses (Rashmi et.al., 2013; Thirumala and Kiran, 2018). The effects of chemicals on the environment can be seen
as a deterioration of biological systems, ranging from the expansion of convergence beyond natural levels of ions and
organic compounds in plants and animals. (Holdgate, 1983; Rathore et al., 1996). Water is a fundamental need for
inland fisheries, and understanding fish fauna diversity is an important consideration for fish fauna improvement
and sustainable management. Wetlands in India are home to a wide variety of fish species, which increases the
business viability of fishing (Krishna and Piska, 2006). The present study aims to know the seasonal variations in few
physico-chemical parameters of Sogane pond, Shivamoggaa district since recently no studies have been carried out
on this aspect prevailing in this area.

MATERIALS AND METHODS

Study area
Sogane Pond ( Figure 1) is located at Sogane village and situated between latitude of 13°, 55' N and Longitude 75°,
50" E in the Shivamogga city at the distance of about 10 km.

Water sampling and Statistical analysis

Regular sampling of the Sogane pond water was made from the Shivamogga district during January to December
2019. The physico-chemical parameters like pH, air temperature, water temperature and dissolved oxygen were
recorded at the sampling site itself. pH was recorded by pH pen. Temperature of the water was recorded with the
help of standard centigrade thermometer in degree celsius. For estimating Dissolved Oxygen (DO) water samples
were collected in standard 300 ml, BOD bottles and was estimated by the Winkler’s method. Turbidity of water were
estimated by turbidity meter. Other parameters were estimated in the laboratory using standard methods of Trivedy
and Goel (1986) and APHA (2008). One-way ANOVA with post-Hoc Tukey HSD with Bonferroni and Holm
multiple tests for physico-chemical characteristics of Sogane pond water is analysed by statistical software of
astatsa.com
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RESULTS AND DISCUSSION

Table 1 depicts the BIS drinking water standards. While, Table 2 and Figure 3 gives the seasonal physico-chemical
properties of the surface water of Sogane pond . Atmospheric temperature varied from a minimum of 28°C during
winter season to a maximum of 34°C in Summer. Analysis of surface water samples involves determining the
concentration of the analyzed parameters. The desirable limit of pH for drinking water is 6.5 to 8. The pH of the
water sample in the Sogane pond was between 6.9 ( Rainy season) to 7.5 (Summer). On average, the pH of all the
seasons were within the desirable limit prescribed by WHO and BIS standards. The water temperature ranged from
250C (Winter) to 30.5°C (Summer) respectively. The TDS values of the Sogane water samples ranged from 49.5
(Winter) to 80 mg/l(Summer). Nutrient like phosphate content fluctuated from 3.1 mg/l in Summer to 5.5 mg/l
during rainy season. Dissolved oxygen values were comparatively moderate. The DO found in the Sogane pond
samples is between 5.48 mg/l in winter and 8.16 mg/l during rainy season. Nevertheless, the highest desirable limit
for dissolved oxygen was 4 to 8 mg. Therefore ,the water is moderately safe for domestic usage The total hardness
found in lake surface samples ranged from 26.1mg/l (Winter) to 38 mg/l (Summer), showing that the water is soft.
The highest hardness value prescribed for drinking water is 300 mg/1.. Based on this, the results show that all samples
were soft category. McGowan (2000) reported that total hardness is expressed in milligrams of calcium carbonate
equivalent/litre. Water containing CaCOs at concentrations below 60 mg/1 is consider as soft; 60-120 mg/l, moderately
hard; 120-180 mg/l, hard; and more than 180 mg/l, very hard. Hence, the present water body is included under soft
category.

The Electrical conductivity is the capacity of the solutions to conduct electricity and the values for pond water was
ranged from 80 (Winter) to 160 pmhos/cm (Summer). The values of calcium of the Sogane pond water samples
ranged from 12.9 mg/l in Summer to 24.5 mg/l during Rainy season. However, in all the sites the values of calcium
are below the desirable limit (75 mg/1) of BIS standards for drinking water (BIS, 2008) . The magnesium (mg) content
of the water samples are in the ranged 4.12(Winter) to 10.3mg/l (Rainy. In all the months the values are below the
permissible limit (100 mg/l) of BIS standards for drinking water (BIS, 2008). Regarding chloride lowest value of
chloride was recorded with 18.2 mg/l during winter season and highest value with 38.4mg/l recorded in rainy season.
The values of chloride are within the desirable limit (250 mg/l) and within permissible limit (1000 mg/l) of BIS
standards for drinking water. Free carbon dioxide ( CO) is soluble in water, primary wellspring of carbon way route
in the nature, is contributed by the respiratory activity of creatures and can exist in water as bicarbonate or
carbonates in the broke down or bound structure in earth crust, in limestone and coral reefs areas (Anita Bhatnagar
and Pooja Devi, 2013). At the point when broken up in water it structures carbonic acids which decline the pH of any
framework, particularly inadequately buffered frameworks, and this pH drop can be hurtful for aquatic living beings
(Anita Bhatnagar and Pooja Devi, 2013). CO:z content in this investigation fluctuated from 12 mg/l (Rainy) to 16.5
mg/l1 (Winter). Bhatnagar et al. (2004) have reported 5-8 ppm for photosynthetic activity, 12-15 ppm was sublethal to
fishes and 50-60 ppm is lethal to fishes. 5 mg/l of free carbon dioxide in water supporting fish population (Santhosh
and Singh, 2007; Anita Bhatnagar and Pooja Devi, 2013). Ajai Vyas et al.(2007) and Seema Tiwari (2015) reported that
the most of the fresh water bodies globally are tends to be polluted due to domestic sewage and industrial
effluents, agricultural runoff and idol immersion. Rahashyamani Mishra et al.,(2011) worked on the Rani lake water
and they recorded minimum Dissolved oxygen. Their findings has showed that pond was mesotrophic in nature
due to the anthropogenic activity by the human beings.

DISCUSSION

Satishagowda ef al. (2022) have studied the physic-chemical parameters and biological factors of Chikkere water
body in Sira in February 2020, including temperature, pH, EC, turbidity, DO, TDS, total hardness, calcium,
magnesium, total alkalinity, chloride, Physicochemical parameters such as BOD were studied. Their results showed
that most of the physicochemical parameters were within acceptable ranges, except for turbidity.
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The total dissolved solids values were within the acceptable limits prescribed by BIS (1991) and WHO (1997).
Increased TDS levels due to pollution from domestic sewage, garbage, fertilizer runoff, etc. have been recorded by
various researchers (Singh and Mathur, 2005; Swaranlatha and Rao , 1998. Chaurasia and Pandey, 2007). The
decrease in conductivity may be a result of absorption of sedimented minerals by submerged macrophytes that are
usually abundant in lakes (Igbal and Kataria, 1995; Kaushik and Saksena, 1999; Radhika et al. (2004). The pH values
recorded were within the BIS and WHO acceptable limits. The alkalinity values were significantly below the BIS
(1991) and WHO (1997) acceptable limits. The total hardness values observed in this pond were well within the
acceptable limits of BIS (1991) and WHO (1997). Calcium itself has no dangerous effects on human health. It is
known to be non-toxic at low concentrations (Mohan et al. 2007). Low magnesium levels reported in the current
study. Higher magnesium concentrations were previously reported to be due to the presence of soluble magnesium
salts in sedimentary rock layers (Mohan et al. 2007). Elevated nitrite levels are due to concentration followed by
evaporation and anthropogenic effects, and such high nitrite levels have been reported to cause methemoglobinemia
(Kaushik et al. 1991; Khatavkar and Trivedy, 1992, and Radhika et al.,2004) Nitrate levels were observed to be
within acceptable limits (BIS 1991, WHO 1997). However, Chloride (Cl) levels were within acceptable limits (BIS,
1991, WHO, 1997). Sulfate content (504) was observed to be within acceptable limits (BIS 1991, WHO 1997).
Lower phosphate values were recorded in this pond studied. Higher phosphate values may be due to continuous
discharge of wastewater into the pond (Sunkad et al. 2004). It has been reported that heavy rainfall increases DO
values (Radhika et al. 2004). The decrease in DO content may be a result of low precipitation and high oxygen
consumption due to oxidizing substances associated with wastewater and agricultural runoff (Sharma and Sarang,
2004). The observed low values of Biological Oxygen Demand (BOD) may be due to low temperatures, low amounts
of total and dissolved solids in the water, and even microbial counts, as reported by various researchers. (Shardendu
and Ambasht 1988; Radhika et al. 2004)..

One-way ANOVA, Post-hoc Tukey HSD with Scheffe, Bonferroni and Holm multiple tests
The p-value corresponding to the F-statistic of one-way ANOVA is lower than 0.05, suggesting that the one or more
treatments are significantly different.

CONCLUSION

High turbidity in the water body indicate that higher rainfall and surface run off in the study area. Thus in the
present study, concludes that the pond is not polluted, as most of the parameters except turbidity are within
permissible limit when compared with WHO and BIS standards and the water quality parameters indicate that the
pond is in mesotrophic stage. The water from the present pond is useful for irrigation and pisciculture. From the
present observed water quality parameters it is concluded that the nutrient load in the pond is moderate. The data
certainly justifies the need to take up a detailed study on the impact of water quality parameters on the freshwater
lentic Santhekadur pond, should be taken up for the further study in future. A regular monitoring of pond water
quality is essential. It is advocated to take urgent steps by governmental and NGO organizations to protect this
precious natural resource. Hence, there is an urgent need to undertake appropriate management measures to restore
the water quality of this pond.
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Table.1: Drinking water quality standards

Parameter Permissible limit
WHO, 1994 (B1S,1991)
Colour, Hazen unit, max Nil 5.0
Turbidity, NTU 5.0 5.0
Odour Nil Unobjectionable
Dissolved solids 500 500
Total hardness 100 300
Calcium hardness 75 75
Magnesium hardness 30 30
Alkalinity 200 200
Dissolved oxygen 4-6 4-6
Chloride 250 250
Nitrate 45 45
Iron 0.3 0.3
pH 6.5-8.5 -
BOD 5 -
Potassium 12 -

Table.2: Descriptive statistics of independent water parameters

Treatment — A B C D Pooled Total
(WT,pH,EC) | (TDS,Tur,Acidity) | (CO2,DO,BOD) | ( SO4,PO4,NQOs)
Sum 445.3000 541.7800 73.9900 85.5000 1,146.5700
Mean 49.4778 60.1978 8.2211 9.5000 31.8492
Sum of squares 44,497.8700 48,048.2964 843.4085 1,569.2900 94,958.8649
Sample variance 2,808.1769 1,929.2930 29.3911 94.6300 1,669.7590
Sample std. Dev. 52.9922 43.9237 5.4214 9.7278 40.8627
Std. Dev. Of 17.6641 14.6412 1.8071 3.2426 6.8104
mean

Table.3:0ne-way ANOVA of independent parameters

Source Sum of squares Degrees of freedom Mean square F statistic P-value
Treatment 19,549.6375 3 6,516.5458 5.3618 0.0042
Error 38,891.9284 32 1,215.3728
Total 58,441.5659 35
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Treatments pair | Tukey HSD q statistic | Tukey HSD p-value Tukey HSD inference
AvsB 0.9225 0.8999947 insignificant
AvsC 3.5503 0.0774272 insignificant
AvsD 3.4402 0.0910464 insignificant
BvsC 4.4728 0.0170841 * p<0.05
BvsD 4.3627 0.0206899 * p<0.05
CvsD 0.1101 0.8999947 insignificant

Table.5 : Scheffe data

Treatments pair Scheffe t-statistic Scheffe p-value Scheffe inference
AvsB 0.6523 0.9341462 insignificant
AvsC 2.5104 0.1196561 insignificant
AvsD 2.4326 0.1379086 insignificant
BvsC 3.1627 0.0315647 * p<0.05
BvsD 3.0849 0.0374514 * p<0.05
CvsD 0.0778 0.9998720 insignificant

Table.6:Bonferroni and Holm data: all parameters simultaneously compared

Bonferroni & Bonferroni Bonferroni Holm Holm
Treatments . . .

holm t-statistic p-value inference p-value inference
AvsB 0.6523 3.1132035 insignificant 1.0377345 insignificant
AvsC 2.5104 0.1038493 insignificant 0.0692329 insignificant
AvsD 2.4326 0.1245681 insignificant 0.0622840 insignificant
BvsC 3.1627 0.0204808 * p<0.05 0.0204808 * p<0.05
BvsD 3.0849 0.0250637 * p<0.05 0.0208864 * p<0.05
CvsD 0.0778 5.6307407 insignificant 0.9384568 insignificant

Table.7: Bonferroni and Holm datas: only pairs relative to A simultaneously compared

Treatments Bonferroni Bonferroni Bonferroni Holm Holm
. and holm . .
pair t-statistic p-value inference p-value inference
AvsB 0.6523 1.5566018 insignificant | 0.5188673 | insignificant
AvsC 2.5104 0.0519247 insignificant | 0.0519247 | insignificant
AvsD 2.4326 0.0622840 insignificant | 0.0415227 * p<0.05

Table.8: Seasonal fluctuations in physico-chemical characteristics of Sogane pond water

ISSN: 0976 — 0997

Parameter Summer Rainy Winter
Air temperature 34 31 28
Water temperature 30.5 28 25
pH 7.5 6.9 7.4
Electrical conductivity 160 100 80
Total Dissolved solids 80 38 49.5
Turbidity 90 130 110
Acidity 14.2 15 15.08
CO2 16 12 16.5
Dissolved Oxygen 6.8 8.16 5.48
Biochemical oxygen demand 3.4 2.2 3.45
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Total hardness 38 34 26.2
Calcium 12.9 24.5 18.69
Magnesium 4.2 10.3 4.12
Chloride 24.8 38.4 18.2
Sulphate 20.2 24 22.5
Phosphate 3.10 5.5 4.1
Nitrate 0.9 4.6 0.6

All the parameters are expressed in mg/L except air and water temperature (°C), pH, turbidity (NTU) and electrical

conductivity (umhos/cm).

Figure.l : View of Sogane pond

Figure.2: study area map
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ABSTRACT

In today's market, customers need substitute goods for numerous reasons. There are several factors that
influence the decision to choose a substitute product, including price sensitivity, convenience, regional
availability, and individualization. Seller can improve consumer satisfaction, sales, and gain by offering

substitute items. We highlighted the potential benefits of applying a cross-price selling strategy to
maximize sales of high-deteriorating substitute goods. This study aim is to find the optimal selling price,
order quantity, and cycle time that maximize the joint profit of two substitutable products subject to
deterioration. The global optimality of total average profit is verified through the Hessian matrix method.
The result shows that the profit can be increased by providing substitute products and which depend on
degree of substitution. This framework is validated through numerical example. Conclusion that
discusses potential future paths, constraints, and challenges.

Keywords: Inventory, Deterioration, Substitute Products, Selling Price, Cycle Time.
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INTRODUCTION

A substitute product is one that can meet the same objectives or needs of the consumer as the original product,
usually providing comparable features, advantages, or functionalities. For example, smartphones from different
brands, laptop and desktop computer, LED and LCD TV. For various reasons, such as price sensitivity, convenience,
regional availability, and individualization, that influence the decision to choose a substitute product. In today's
competitive market, customers often request substitute products from the same store, given the variety and
flexibility. This challenge is directly related to customer satisfaction. Customer satisfaction is one of the most
important factors in a business (Lee et al. (2016)). Demand for substitute goods has a positive cross-price elasticity,
which means that when the price of one product rises, correspondingly increases the demand for the rival. As a
result, the seller earns even more by offering different alternatives to the same product. In this paper, we examine the
interplay between scale demand, price elasticity, deterioration, degree of substitution, and inventory costs, which
shed light on their collective impact on the retailer's business from sales of substitute products in a business
environment. For this, we consider two products with different selling prices and different spoilage rates depending
on the substitutes. The proposed approach proposes to determine the optimal selling price, order quantity, cycle time
and seller's profit, taking into account the effects of positive cross-price elasticity of demand. By understanding
customer demands for substitute products, businesses can develop effective competitive strategies, improve product
offerings, enhance customer satisfaction, identify market opportunities, and optimize pricing and marketing. In real
practice, various industries, including food and beverages, electronics, fashion and apparel, automotive, personal
care, and travel and hospitality, provide substitute products, enabling customers to select from similar offerings. The
organization of this paper is as follows: Introduction with a brief literature review and research gap; Presenting
assumptions and notations; Mathematical formulation; Solution procedure; The numerical example; Sensitivity
analysis and finally, article is summarized with concluding remarks and future directions.

LITERATURER RIEVEW

By virtue of its vital role of fostering the connection between producers and end customers, the supply chain has
attracted an abundance of attention from researchers. It is an integral component of corporate operations. By
providing substitutes at a single location, retailers, who serve as the final link in the supply chain, are essential in
establishing a connection between manufacturers and consumers. The following are literature reviews of two
significant research areas that form the basis of this article.

The substitution effect in forecasting a business environment

The first relevant literature is research on the cross-price selling strategy approach. Businesses face significant
implications from cross-price elasticities, whether positive or negative, across their product offerings. The effect of
the presence of positive cross-price elasticity of products in the business environment has attracted the attention of
many researchers.McGillivray and Silver (1978) indicated that transferred demand is relatively unimportant for
substitutable items with equal unit costs and shortage penalties, particularly when few items are stocked and
substitution probabilities are small. Pasternack and Drezner (1991) analyzed optimal inventory levels for single
substitution versus no substitution, showing that total optimal order quantities may increase or decrease with
substitution revenue. Drezner et al. (1995) also developed an EOQ model for two products with potential
substitution, exploring three scenarios: no substitution, full substitution, and partial substitution. Anupindi et al.
(1998) created a model for customer behavior, incorporating product substitution and lost sales due to stock outs,
specifically tailored to retail vending. Gurnani and Drezner (2000) developed an inventory model that reduces
holding costs by determining the optimal runout time, transitioning from high to low inventory holdings. Maity and
Maiti (2005) introduced an inventory model for substitute and complementary products with stock-dependent effects
on demand and deterioration, and salvage opportunities. Salameh et al. (2014) also integrated research on
substitution and joint replenishment, proposing a solution method for the joint replenishment model with
substitution (JRMS) for dual-product inventory systems. Rasouli and Kamalabadi (2014) introduced a mathematical
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model for coordinated pricing and inventory management of seasonal and substitutable products in a competitive
market with finite planning horizon. Krommyda et al. (2015) developed a mathematical model for managing
inventory of two mutually substitutable products, where demand for one product can be partially fulfilled by the
other during stock outs. Giri et al. (2016) also developed a mathematical model for a two-echelon supply chain,
analyzing competition among two substitutable products and one complementary product sold through a common
retailer. Taleizadeh et al. (2018) proposed four innovative economic production quantity models, addressing various
shortage scenarios for sustainable production. Hadi (2018) formulated an EOQ model to determine optimal joint
ordering policies for two products with complementary and substitution effects. Taleizadeh et al. (2019) also
examined pricing and inventory strategies for deteriorating complementary and substitutable products, considering
demand dependence on selling prices and cross-product price effects.Shah et al. (2019) examined an inventory
control problem involving two similar items that can substitute for each other, aiming to improve inventory
management decisions. Giri et al. (2022) investigated a single-period joint ordering policy for two deteriorating
substitute products with price and inventory dependent demand.

A deterioration constraint factor in supply chain optimization

Another related stream of research explores the concept of inventory deterioration in supply chain management.
Deterioration refers to the process of decay, obsolescence, degradation, and decline in quality, condition, and value
over time. Ghare and Schrader (1963) were the first to integrate deterioration effects into inventory systems. Goyal
(1985) introduced EOQ models incorporating a fixed payment delay offered by suppliers. Benkherouf (1995) also
developed an inventory model that accounts for deterioration, time-dependent demand with a downward trend, and
shortage constraints. Abad (1996) presented a study on optimal pricing and inventory management for perishable
products with partial backordering. Thereafter, Shah and Shah (2000) presented a comprehensive literature survey
on inventory models for deteriorating items. Li et al. (2010) conducted an updated literature review on deteriorating
inventory models. Bakker et al. (2012) expanded knowledge on inventory management for perishable items, offering
new insights. Janssen et al. (2016) conducted a comprehensive review of deteriorating inventory models, covering
key developments from 2012-2015.Nath and Sen (2021) also designed an optimization model for managing
deteriorating inventory with imperfect quality under advance payment conditions. Kaushik (2023) developed a
comparative framework for analyzing EOQ models with preservation and non-preservation approaches,
incorporating Weibull deterioration and dynamic demand. Table 1 provides a comparative analysis of the literature,
emphasizing the study's unique contributions and research gaps This study examines the interplay between
substitute products, deterioration, and demand pattens uncovering gaps in effective inventory management and
providing insights for optimizations.

NOTATIONS AND ASSUMPTIONS
The following notations are consistently used through this study.

Symbol Description (i=1,2)
Ki Set-up cost ($ / order ) for Xi
C Purchase cost ($/ unit) for X,

=3

Holding cost ($/ unit /time ) for X,

Mi Deterioration cost ($/ unit / CyC|e)for Xi

0, Constant rate (UNit / tiMe ) of deterioration for X

T Cycle time ( Y€ar ) (Decision variables)

P Selling price ($/ unit) for Xi , P > C (Decision variables)
H( Pl, P2 ,T) Average total profit (in $), (Objective function)
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Di(P11Pz) Demand rate (UNit /time) for X;
I, (t) Inventory level (UNit )at time 0 <t<T for X;
Qi Ordering quantity per cycle (unit ) for Xi
Assumptions

The following assumptions are considered to develop models:
1. Two products (say) X rand X , are considered.

2. Lead time is zero and shortages are not allowed.
3. The planning horizon is infinite.
4

Demand rate for Xlis Dl(Pl, PZ) = —ﬂlpl + kF:'2 where Dl(Pli Pz) >0, scale demand o, > O, price
elasticity ﬂl > 0, and degree of substitution k>0.

5. Demand rate for X2 is Dz(Pl’ Pz) =aQ, _ﬂzpz + klehere Dz(Pl, PZ) >0, scale demand a, > 0 and
,82 >0 price elasticity.

6. Product Xi deteriorate at a constant rate 9| (O < HI <1). The deteriorated products have no salvage value.

=12

MATHEMATICAL MODEL

Consider for ( i= 1, 2) Ii (t) be the product Xi stock level at any time t with due to deterioration constant rate ‘9i

per time and customers demand Di(Pl’ PZ) per time starts decline at time over the period [O,T]can be

represented by the following differential equation.

dl, (t
d—E)"'aili(t):Di(Pl’PZ)’ O<t<T )

Att=T, Ii (T ) =0 using this boundary condition solution of Equation (1) gives

The inventory level of product X1 at time t
Dl 6, (T-t

|l(t):—(el( ) —1) )
o

The inventory level of product X ,attime t
D _

1,(t) =—2(e*" " -1) )
0,

Also Ii (O) = Qi , Then Equation (2) and (3) gives

Initial inventory level of product X 1

Q= %(991T -1) @

1

Initial inventory level of product X 2
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D
_ 2 6,T
Q= (e
0,
Inventory revenue and cost components define as follows,
The total revenue generated form product Xl and product X 2
2

T

SR=)"R[D,(R,R,)dt
i=1 ¢

The total cost components consist following components

Purchase cost

2
PC = z:CiQi
i=1
Holding cost

2 T
HC =>"h [, (t)dt
i=1 0
Ordering cost

oc=Yk,

Deteriofaéion cost
2

DC=> M;(Q-DT)
i=1

Therefore, the total average profit per time is given by

H(Pl,PZ,T)=(

Ordering cost — Deterioration cost

= %i(lju} D,(R, R,)dt-CQ, —hi} [, (t)dt - K, — M, (QI — DiT)

SOLUTION PROCEDURE

We use the following process to determine decisions variables optimal levels.

Sales revenue — Purchase cost — Holding cost

Q)

(6)

@)

(©)

)

(10)

(11)

(12)

> Step 1: Assign values to all inventory parameters in Equations(12),excluding the decision variable;

oIl oIl oIl

> Step 2:Partially differentiate Equations (12) with respect to Pl' PZ’ and T to obtain —, ——

oIl oIl oIl

, yand —.
oP'oR,"" oT

»  Step 3:Solve — = 0,—=0, and —=0 simultaneously by mathematical software Maple 18 to obtain

oP, oP,

value of Pl’ PZ’ and T respectively.

»  Check the concavity of the Equation(10) at solution point through Hessian Matrix method
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o1 Ol
2 2 2 oP’  OPoP.

ie. 62H<0, 82H<0,82H<0, det ! e )
o°P, O°P, o°T 0Tl oIl

oP,0P, 8P22
o1 01 O°I1
oP?  OPP, OPT

2 2 2

and det o1l 0 1_2[ o1l <0
PR 0P OPT
o1 oI %11
TP, 0TP, oT?

Otherwise, different value in step 1.
> Step 4: Using solutions from Step 2 evaluate optimal ordering quantity of products Ql* and Q; from
Equation(4) and (5). Obtains total average profit using Equations (12)

NUMERICAL ILLUSTRATION
To illustrate the practical application of proposed model, the following numerical example is considered.
Example 1:The following input key parameters in proper unit are considered.

o, = 10000UNIts, @, = 8000 units, B, =2, 4, =2, C,=%s00 per unit,C, =$so0 per unit,b, =o2,
0, = 02,K,; =$ 200 per order, K, =$ 200 per order, k = 03, h, =$20/unit /time,
h, =$20/unit /time, M, =$50 /unit / Cycle time, M, =$50 /unit / Cycle time.

The optimal solution is derived using the described procedure, facilitated by Maple 18software.

To verify the concavity of the example at the optimal solution using Hessian Matrix method.

o1 0%l

2 2 2 oP?  ORoP,
azn:-4<0,‘9Z—H=—4<o,azn=—5.16x107<o, det ' 2 11=15.64>0

0°R, 0°P, o°T o1 o1

OPOP.  OP;

(o1 81 AT
oP? 0oPP, ORT

S —4 0.6 171.06

and det =det|| 0.6 —4 101.83 =-8.08x10% <0

PP 0P OPT

oRR R, R 171.06 101.83 —5.16x10"
oIl o1 oMl
TP, oTP, oT?
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SENSITIVE ANALYSIS

A sensitivity analysis is conducted for Example 1, examining the impact of inventory parameter variations (-20%, -
10%, +10%, +20%) on optimal solutions. Observation and managerial insight. From Table 3the following points are
observed.

* Increasing scale demand () yields significant profit growth , boosts selling prices (Pl’ 2 ), and increases

ordering quantity (Ql )but reduces cycle length (T) and ordering quantity (QZ)' This implies that products

experiencing high market demand command premium prices, as customers are willing to pay more for trending
items.

* Increasing scale demand () yields significant profit growth , boosts selling prices ( Pl’ 2 ), and increases
ordering quantity (QZ ), but reduces cycle length (T)and ordering quantity ( Ql )-
= Price elasticity ( ﬂl) positively impacts cycle time (T) and order volume (Qz) but negatively affects selling

prices (Sl’ SZ ), order volume (Ql ), and total average profit, reversing when elasticity decreases. This implies
that an increase in the price of one substitute product leads to a rise in demand for its alternative product(s).

= Price elasticity ( ﬂz) positively impacts cycle time (T) and order volume (Ql) but negatively affects selling

prices ( Sl, 82 ), order volume (Q2 ), and total average profit, reversing when elasticity decreases.The study

provides actionable recommendations for marketers to drive business growth. When designing alternative
product offerings, marketers should emphasize key factors like variety, value, tailoring, and sustainability.

*  Parameters hl’Cli 91, and Ml positively influence selling price (Pl) but adversely affect cycle time (T,

selling price (F’2 ), initial order volumes (Ql’QZ ), and total average profit.This shows that effective cost
management is vital for maintaining control over product pricing and ensuring long-term profitability.

=  Parameters hZ’CZ’QZ’ and M2 positively influence selling price ( Pz) but adversely affect cycle time (T,

selling price ( Pl ), initial order volumes (Ql’ Q2 ), and total average profit.

DISCUSSION AND CONCLUSION

This research examines the interplay between scale demand, price elasticity, deterioration, substitute degree, and
inventory costs, shedding light on their collective impact on substitute products in business environments.
Nowadays, numerous businesses achieve significant growth through customer satisfaction, brand visibility, and
additional revenue by offering substitute products at one location. Major players like Apple (iPhones), Dell (budget-
friendly laptops), and Samsung (affordable smartphones) now prioritize selling core products with substitute
options. This study shows the impact of the presence of positive cross-price elasticity of products in the business
environment, such as substitution pricing techniques and cross-price effects that allow sellers to earn higher profits.
The numerical example suggests that retailers can apply the model as a tool that helps in making decisions.
Sensitivity analysis, trade credit, and advance cash credit payment under various assumptions may all be taken into
consideration in future research on this subject. It can be expanded further to address the actual situation, for as by
examining consumer preference patterns that include spending patterns, choices, trends, and environmental
concerns. Predicting the customer's decision is just like the limitation of this study. Further research on this topic
could consider sensitivity analysis, trade credit, and also advance-cash-credit payment under several assumptions. It
can be extended in other directions to catch up with the real case, like analyzing the customer return pattern
including shipping, repacking, and resale costs.
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Table 1. Comparative analysis of literature and contribution of this study

Author(s) name Demand Deterioration | Substitute items
Ghare and Schrader (1963) Exponentially decreasing Constant X
McGillivray and Silver (1978) Substitutable X v
Pasternack and Drezner (1991) Stochastic demand X v
Benkherouf (1995) Time varying Constant X
Maity and Maiti (2005) Stock out based Stockdependent \
Krommyda et al.(2015) Stock-dependent X v
Giri et al. (2016) Selling price dependent X v
Shah et al. (2019) Quadratic Constant v
Giri et al. (2020) Price and stock dependent Constant v
This study Selling price dependent Constant v
Table 2. Optimal solutions for Example
P/ $) | P$) | T (year) | Q cunity | Q;cunity | TI(R,R,,T) ($)
3265.64 | 2680.48 0.02493 106.82 90.46 18393861.80
Table 3. Sensitivity analysis of key inventory parameters for Example 1.
Parameter | Value % T Pl P2 Ql QZ H (H' P2 'T)
Changes | Yyear $ $ unit unit $
+20% 0.02327 | 3777.066 | 2757.151 | 123.010 | 84.420 23831980.44
2, 10000 +10% 0.02406 | 3521.349 | 2718.814 | 115.124 | 87.285 20985024.19
-10% 0.02591 | 3009.929 | 2642.148 | 98.019 | 94.015 16058498.50
-20% 0.02702 | 2754.227 | 2603.821 | 98.022 | 88.651 13978938.59
+20% 0.02398 | 3326.972 | 3089.655 | 106.235 | 102.729 22207422.36
a, 8000 +10% 0.02445 | 3296.304 | 2885.067 | 104.712 | 98.484 20218794.49
-10% 0.02546 | 3234.971 | 2475.893 | 109.051 | 82.148 16732625.55
-20% 0.02601 | 3204.307 | 2271.307 | 111.433 | 73.510 15235086.11
+20% 0.02524 | 2779.120 | 2607.510 | 104.049 | 91.559 15733672.28
,B ) +10% 0.02509 | 2999.801 | 2640.608 | 105.439 | 91.006 16937336.02
1 -10% 0.02479 | 3592.063 | 2729.439 | 108.180 | 89.930 20189697.80
-20% 0.02465 | 4002.459 | 2790.995 | 109.532 | 89.406 22455765.81
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+20% 0.02506 | 3203.740 | 2267.801 | 107.363 | 88.406 16458783.86
ﬂ 5 +10% 0.02500 | 3231.816 | 2454.990 | 107.088 | 89.437 17335360.06
2 -10% 0.02487 | 3307.166 | 2957.362 | 106.545 | 91.485 19696485.44
-20% 0.02481 | 3359.380 | 3305.470 | 106.276 | 92.501 21337425.44
+20% 0.02488 | 3356.951 | 2782.848 | 106.942 | 90.853 19247853.05
K 0.3 +10% 0.02491 | 3310.388 | 2730.829 | 106.879 | 90.658 18812993.40
-10% 0.02497 | 3222.608 | 2631.704 | 106.752 | 90.268 17989647.61
-20% 0.02499 | 3181.222 | 2584.418 | 106.689 | 90.072 17599593.91
+20% 0.02477 | 3265.654 | 2680.474 | 106.109 | 89.866 18393649.27
h1 9 +10% 0.02485 | 3265.645 | 2680.477 | 106.461 | 90.163 18393755.29
-10% 0.02502 | 3265.628 | 2680.482 | 107.174 | 90.766 18393969.02
-20% 0.02510 | 3265.619 | 2680.485 | 107.536 | 91.072 18394076.11
+20% 0.02480 | 3265.630 | 2680.500 | 106.218 | 89.955 18393681.85
h ) +10% 0.02487 | 3265.633 | 2680.489 | 106.515 | 90.208 18393771.68
2 -10% 0.02501 | 3265.640 | 2680.469 | 107.118 | 90.720 18393952.50
-20% 0.02508 | 3265.643 | 2680.459 | 107.424 | 90.979 18394043.18
+20% 0.02398 | 3345.783 | 2680.448 | 98.864 | 87.572 17721384.47
C 800 +10% 0.02443 | 3305.710 | 2680.463 | 102.693 | 88.929 18054401.29
1 -10% 0.02550 | 3225.561 | 2680.498 | 111.278 | 92.199 18739769.21
-20% 0.02613 | 3185.484 | 2680.518 | 116.136 | 94.168 19092126.49
+20% 0.02437 | 3265.610 | 2730.583 | 104.759 | 85.961 18036118.73
C 500 +10% 0.02464 | 3265.623 | 2705.531 | 105.749 | 88.164 18213731.91
2 -10% 0.02525 | 3265.651 | 2655.426 | 107.967 | 92.868 18576509.14
-20% 0.02558 | 3265.667 | 2630.372 | 109.210 | 95.390 18761674.45

+20% 0.02363 | 3265.776 | 2680.437 | 101.252 | 85.719 18392093
0 0.2 +10% 0.02426 | 3265.708 | 2680.457 | 103.922 | 87.996 18392965.54
1 ' -10% 0.02568 | 3265.562 | 2680.503 | 109.965 | 93.149 18394784.04
-20% 0.02648 | 3265.484 | 2680.530 | 96.088 | 96.088 18395734.08
+20% 0.02419 | 3265.601 | 2680.589 | 103.633 | 87.803 18392880.48
0 02 +10% 0.02456 | 3265.619 | 2680.535 | 105.189 | 89.103 18393367.55
2 ’ -10% 0.02533 | 3265.655 | 2680.422 | 108.519 | 91.887 18394364.02
-20% 0.02575 | 3265.675 | 2680.364 | 110.306 | 93.380 18394873.89
+20% 0.02485 | 3265.645 | 2680.477 | 106.461 | 90.163 18393755.49
M 50 +10% 0.02489 | 3265.641 | 2680.478 | 106.638 | 90.313 18393808.78
1 -10% 0.02498 | 3265.632 | 2680.481 | 106.994 | 90.614 18393915.34
-20% 0.02502 | 3265.628 | 2680.482 | 107.174 | 90.766 18393969.00
+20% 0.02487 | 3265.633 | 2680.489 | 106.515 | 90.208 18393771.84
M 50 +10% 0.02490 | 3265.635 | 2680.484 | 106.665 | 90.335 18393816.78
2 -10% 0.02497 | 3265.638 | 2680.474 | 106.967 | 90.591 18393907.14
-20% 0.02501 | 3265.640 | 2680.469 | 107.118 | 90.720 18393952.58
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ABSTRACT

Nano-pesticides represent a burgeoning field in agriculture, leveraging nanotechnology to revolutionize

pest management. Their benefits include enhanced efficacy, reduced environmental impact, and targeted
delivery mechanisms. However, challenges persist in their application, including regulatory hurdles,
environmental concerns, and scalability issues. Understanding their toxicological impact on human
health and the environment is crucial. Nano-pesticides function through various mechanisms, and their
formulation continues to evolve. Despite advancements, their widespread adoption remains limited. This
review provides a concise overview of nano-pesticides, highlighting their benefits, application challenges,
toxicological impacts, mechanism of action, formulation, and current status in agricultural practices.

Keywords: Nanotechnology, Nano-pesticides, Toxicology, Environmental impact, Targeted delivery.

INTRODUCTION

Pesticides are widely used in agriculture to increase crop yields and operational effectiveness. The application of
nanotechnology to the development of pesticides presents innovative ways to improve upon conventional farming
practices. The incorporation of nanotechnology into pesticide formulation holds significant promise for enhancing
pesticide efficacy and mitigating adverse ecological impacts.[1] Between 2020 and 2027, the global nanopesticide
market is expected to increase at a notable compound annual growth rate (CAGR) of 14.6 %.[2] The fast-developing
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field of nanotechnology holds the potential to revolutionize food systems and tackle the urgent problem of food
security. It has the potential to move agriculture away from wasteful resource use and environmental damage and
toward more advanced systems with more effective material utilization and targeted applications. This would lessen
crop losses brought on by different stresses while simultaneously giving environmental concerns a top priority.
Pesticides are frequently used in agriculture to control insect pests and plant diseases. Nevertheless, there are a lot of
concerns to the environment and human health as a result of the overuse of these chemicals per hectare. The advent
of nanotechnology has made it easier to manufacture nano pesticides, which are more effective despite having less
active components, to address these problems with conventional pesticides. With their extraordinarily high surface
area-to-volume ratios, carrier molecules or active nanosized components provide nanopesticides unique and
marketable advantages.[3] Physical, physicochemical, and chemical methods are used to produce chemicals known
as nano pesticides, which are intended to eradicate weeds, insects, and germs at the nanoscale. At the moment, the
classification of nanopesticides is based mostly on particle size, and there is no globally accepted definition for this
term. Some studies have suggested classifying nanopesticides based on a size threshold of 100 nm; yet, this standard
is deemed excessively general and ignores a large number of nanopesticides. According to Kah and Hofmann, nano
pesticides are plant protection agents that have particle sizes of less than 1000 nm and are prefixed with "nano," or
they are small-particle agents that have unique features. Therefore, in a larger sense, nanopesticides are not limited to
a size of 100 nm.[4] Fig. 1 represents the significance of nanopesticides. It is still unknown how pesticide
nanoformulations may affect groundwater, soil, and non-target creatures in the environment. Because of their huge
surface area, nano-particles can break down quickly in the presence of sunlight, which could lessen the effectiveness
of active substances. Small droplet sizes may also cause premature evaporation before the intended aim is reached. It
is vital yet mainly unknown to comprehend how nanoformulations interact with different trophic levels, plants, and
microbes. Conversely, because of their improved toxicity, extended durability, and greater mobility, these
formulations may pose additional pollution concerns to soils and aquatic bodies. Their release into the environment
is determined by the characteristics of the nanocarriers and the way the active components are arranged within the
nano formulation matrix. According to reports, long-term delayed release of nanoparticles may affect organisms that
are not the intended target.[5] Nano-pesticides, with their ability to reduce chemical consumption overall, minimize
harmful residues, and improve overall crop protection, provide a wonderful approach to developing an
environmentally friendly and sustainable agricultural system

Nanopesticides formulations and mechanism
Formulations[6]

Formulation of nano pesticides represented in Fig.2

a) Nanospheres: Aggregates, in which the active ingredient is uniformly dispersed throughout the polymer matrix,
are the most common kind of nanomaterials used in biocidal release  formulations.
b) Nano capsules: Aggregates, usually found close to the center, concentrate the active component encircled by a
matrix polymer.

¢) Nano gel: Water-absorbing hydrophilic polymers, usually cross-linked, are prone to absorbing large amounts of
water.

d) Nano Micelles: A mixture of hydrophilic and hydrophobic molecules in aqueous solutions that form an
aggregation.

e) Nanofibers: Structures that are created by a variety of techniques, such as electrospinning, thermally induced
phase separation, drawing, template, and self-assembly, are referred to as nanostructures.[8] Table 1 describes

various nanoformulations in controlled release systems.

Mechanism
Ticks are affected by nanopesticides in a variety of ways, including by altering proteins or lipids, causing oxidative
stress, or interfering with tick metabolism (Figure 3). Because of their surface property-driven toxicity in biological
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models, silver nanoparticles have been thoroughly investigated for their cytotoxicity and genotoxicity cycles. By
piercing the cuticle layer and producing cellular dehydration, silicon and aluminum nanopesticides ultimately lead
to tick fatality.[27]

Benefits of nanopesticides in agricultural productivity

In contrast to conventional pesticide compositions, nanoformulations are designed to improve the solubility of
insoluble or weakly soluble active components, allowing for the biocide to be released in a controlled and targeted
manner. Therefore, a lower concentration of the active ingredient per unit area works well for application, providing
continuous administration that keeps the product effective for extended periods. Reduced dosages thereby reduce
phytotoxicity, non-target effects, and production costs. Furthermore, until the active ingredient is released,
controlled-release formulations need to stay inert.[3] Because most nano-pesticide formulations have a high
specificity, nanotechnology is a useful technique for creating novel, environmentally acceptable pesticide
formulations. Nano-pesticides' targeted distribution and controlled release can increase pesticide efficacy while
lowering residual levels and pollution in the environment. For example, by using light-sensitive, thermo-sensitive,
humidity-sensitive, enzyme-sensitive, and soil pH-sensitive high-polymer materials for pesticide administration,
nano-microcapsule formulations demonstrate gradual release and protective qualities. By increasing droplet
adherence to plant surfaces, nano-pesticide formulations improve the dispersion and bioactivity of the active
components in the pesticide and decrease drift losses. Because of their small size, improved droplet ductility,
wettability, and target adsorption when applied in fields, nano-pesticides outperform conventional formulations (D-
Dust, G-Granule, P-Pellet, EC-Emulsifiable Concentrate, WP-Wettable Powder, and WDG-Water Dispersible
Granule, for example) in terms of efficacy. The use of nanopesticides is. Nano-pesticides are a great way to create a
sustainable and environmentally friendly agricultural system since they use fewer chemicals, leave fewer harmful
residues, and improve crop protection in general.[28] Benefits of nano-pesticides over conventional pesticides were
shown in Fig. 4.

Challenges in nano-pesticide application

Nanopesticides have several advantages; however they are also known to have ecotoxicological effects. Concerning
food security, nutrition, and environmental sustainability, nanopesticides are a revolutionary development in
agriculture. Significant progress has been made in tackling issues related to forestry, the environment, and public
health, including urbanization, energy scarcity, resource sustainability, and ecotoxicity. The environmental problems
caused by traditional pesticides are successfully addressed by nanopesticides. Utilizing functional molecules as
agrochemical carriers, these formulations operate at the nanoscale (sizes range from 1 nm to 200 nm). Their greater
surface area and reduced size provide. Compared to typical pesticides, their higher surface area and smaller size
provide many benefits, such as uniform dispersion on insect surfaces, improved mobility, solubility, biodegradability
of active components, and improved formulation stability. As a result, when it comes to controlling target pests,
nanopesticides work better than bulk chemicals. To provide a strong and focused effect, several innovative
formulations have been created, including metal compound-based nanopesticides, nano emulsions,
nanosuspensions, and nanogels. Nanoformulations provide increased soil quality, more leaf coverage, and systemic
target efficiency, all of which boost agricultural productivity and nutritional security. Because of their reduced
dosage effectiveness, they are being used more frequently as nano-pesticides, nano fertilizers, and nano delivery
systems. However, the extensive use of innovative nanopesticides results in the introduction of a fresh environmental
contaminant. Thus, before they are widely used in crop production and protection, a thorough understanding of
nanopesticide formulations, their interactions, and any potential detrimental effects is crucial [29] Many factors, such
as the characteristics of the nano pesticide, its concentration, how it is applied, how long it is exposed, and the
surrounding environment, might harm non-target organisms. The soil microbiota is negatively impacted by
commercial nanopesticides that use copper oxide (CuO) and silver oxide (AgO) formulations at the physiological,
metabolic, and genetic levels. Due to the resilience and self-recovery mechanisms of soil ecosystems, these impacts
are only temporary at concentrations relevant to agriculture over long-term trials.[30] Although research on the long-
term effects of nano pesticides on soil health is ongoing, possible detrimental effects are a source of worry. Because of
their greater surface area and reactivity, nano pesticides may be more toxic, which could hurt soil microorganisms,
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plant growth, and soil fertility as a whole. Furthermore, they might eventually collect in the soil and endanger the
ecology, possibly contaminating groundwater.

Toxicity and environmental impact

The possible hazards and ecological consequences linked to formulations based on nanoscale technology are highly
concerning and necessitate prompt action. Regarding the existence and impacts of nanoformulations in soil, surface
water, and groundwater as well as their effects on creatures that are not targets, precise predictions are still lacking.
Several chemical characteristics, including pH, ionic strength, and the presence of dissolved molecules in the
surrounding environment, influence the fate of nanoformulations. This emphasizes how crucial it is to address
several essential issues that are covered in the sections that follow.[31]

Direct toxicity on humans and environment

Many pesticides have known adverse consequences when applied in nano-scale formulations, according to experts.
When formulating at this scale, it is imperative to carefully analyze the potential repercussions linked with nano
dimensions as well as the expected unfavorable outcomes. To definitively prove that nano-scale formulations are
detrimental and to comprehend the relevant elements, including particle size, charge, shape, and chemistry, more
research is required.[31] Nanopesticides seem to have a bright future in agricultural development. But there is
serious worry about human exposure to dangerous agrochemicals that can cross biological barriers (blood-brain,
blood-placental, and blood-retinal, for example) and cause irreparable harm to important organs. At this time, there
is a greater focus on evaluating the dangers related to exposure to hazardous nanopesticides, which can have both
toxic and genotoxic effects. This entails looking into the physicochemical aspects of nanopesticides, such as size,
electrical charge, and surface features, in addition to the effect on the bulk material's chemical composition.[32]

When nano pesticides are prevalent in the environment surrounding the pathogen of interest, there is a substantial
risk to human health. These pesticides include nanoparticles that can get into the respiratory system or nose of a
person and end up in the lungs. Smaller than 20 nm nanoparticles have the ability to become lodged in the
nasopharyngeal region. Smaller particles are more dangerous if they share the same crystalline composition and
structure. Consequently, microscopic nanoparticles possess the capacity to induce fibrosis, inflammation, and
tumorigenesis. Certain types of nanoparticles produce an increase in inflammation and macrophage activity by
promoting the production of viral receptors. Conversely, SiO2 and TiO: nanoparticles reduce the expression of
receptors.[33]

Durability and Persistence
The persistence of nano pesticides in the environment is the main determinant of the dangers associated with their
use. Continuous release or suspension over an extended period makes non-target organisms susceptible.

Bioavailability
The persistence of nano pesticides in the environment is the main determinant of the dangers associated with their
use. For an extended period, continual release or suspension makes non-target organisms susceptible.

Release profile/degradation

The kind of nanocarrier used and how these components are distributed throughout the matrix are two important
variables that affect the release of active ingredients. Research suggests that several parameters, such as surface
desorption, dispersion within the polymer matrix, and polymer degradation, affect the effectiveness of active
substances and their impact on the environment.

Fate of the carrier

The focus of current research is on carriers made of naturally biodegradable polymers, including lipids or
polysaccharides, which break down into byproducts that are not very harmful.[31]
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Current research and future direction

Advanced technologies have made it feasible for agrochemicals, a family of fertilizers and inorganic insecticides, to
be widely used, but prolonged and acute exposure to them endangers the ecosystem. Green technologies are being
used by scientists from all around the world to address these problems and safeguard the food supply and way of
life. Notwithstanding some environmental concerns during the synthesis process, nanotechnologies provide
promising opportunities for agricultural solutions. Many different types of nanomaterials enable the synthesis of
natural insecticides that are both environmentally safe and highly effective. The application of nano-formulations
extends the shelf life of products, lowers dosage needs, and enhances efficacy; controlled-release techniques also aid
in the administration of pesticides. By altering the kinetics, mechanisms, and routes of conventional pesticides,
nanotechnology increases their bioavailability while preventing resistance mechanisms and boosting efficacy. A
brand-new, more secure, and ongoing development of nanoparticles is bringing about a new era of safer, more
ecologically friendly pesticides that are more effective for all living things, and they also benefit life and the
environment.[34] Given their greater efficiency, several research findings suggest that nano pesticides may
eventually totally replace conventional pesticides. This is mainly because nanoparticles have different properties
from bigger materials because of their higher surface-to-volume ratio.[35] Silicon nanoparticles (SiNPs) present a
novel and environmentally acceptable substitute for storage pest control. They solve issues related to chemical
pesticides by leaving no residue in the environment or on stored goods. With a focused mode of action and little
harm to organisms that are not targeted, SiNPs also aid in preventing the emergence of pest resistance.[36]

CONCLUSION

Compared to conventional pesticides, nano pesticides have better-targeted delivery, greater efficacy, and less
environmental impact, making them potential options for raising agricultural productivity. Their characteristics at
the nanoscale enable more accurate application and less environmental pollution. Additionally, by lowering
exposure levels and providing regulated release mechanisms, they can reduce toxicological risks to human health.
Notwithstanding, obstacles still exist for their extensive implementation, such as regulatory apprehensions, possible
inadvertent ecological ramifications, and vagueness regarding the ultimate effects on soil well-being and
biodiversity. To ensure the safe integration of nano pesticides into agricultural practices, it is imperative to weigh
their benefits against thorough risk assessment processes. To make informed decisions and promote sustainable
agricultural development, more investigation is needed on their ecological effects, environmental fate, and potential
for bioaccumulation. Researchers, legislators, and stakeholders must work together to overcome these obstacles and
fully utilize nanopesticides while preserving the environment and public health.
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Table 1: Different types of potential nano pesticides based on the controlled release system

Formulation | Active ingredients | Size (nm) | Targeted organism References
Nano-capsules
P
Chitosan PPet tre? 20-100 Aspergillus parasiticus 9
essential oil
Chitosan
Functionalized with (3- Carvacrol linalool 175.2-245.8 Tetranychus urticae 10
cyclodextrin
Chitosan Avermectin 310 Magnaporthe grisea 11
Poly(e- caprolactone) Atrazine 240.7 Brassica juncea 6
Lignin Pyraclostrobin 162.4 Fusarzu'm' Xy sporw'n'f. P 12
radicis-lycopersici
Oryza sativa-Digitaria
mPpeg-PLGA Metolachlor 90.49-128.7 I 13
Saguinalis
mPEG-PLGA Prochloraz 190.7 Fusarium graminearum 14
Poly(ecaprolactone) Atrazine 260 Bidens pzlos.a .A?namnthus 15
viridi
Essential oil of Tet h ticae Koch
Zein ssential oil o 142 5-172.3 etranychus urticae Koc 16
citronella mite
Essential oil of
PCL Zanthoxylum 500 Bemisia tabaci 17
rhoifolium
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Nano-emulsions
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Polyethylene glycol

acetate (Z)-8-
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(Lepidoptera: Tortricidae)

Neem indica > Penicillium citrinum 18
Polylactide "l\"/k?llflli az?r}rlg(];e 260 Rhizoctonia solani 19
Span 80 Mancozeb Eugenol 200-300 Glomerella cingulata 20
. Sitophilus oryzae L.
Sunflower oil R-(+)- pulgone 131-558 Tribolium castaneum 21
Mentha piperita oil and Mentha Pipe'rita 20-60 Cotton aphid ”
Tween 80 essential oil
Clove Fusarium oxysporum f.sp.
Propylene glycol and 76.73 . 23
. lycopersic
lemongrass oil
Lipid nanoparticles

Essential oil of
PerCHOl,ATOS " .ZIZIPh.O e 241.1 Tribolium castaneum 24

campritol 888 clinopodioides

Lam.
Nanogels
Polyethylene glycol 4,4-
methylenediphenyl A-cyhalothrine 120 Athetis dissimilis 25
diisocyanate
Nanofibers
Cypermethrin (Z)-

Poly-ecaprolactone 8-Dodecenyl ) Grapholita molesta 2%
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Potentiy)
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‘Wnbln;g,,n

muem w
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Figure.1: Significance of the nano pesticides

Figure.2: Nano pesticides formulation constructed by
nanocarriers
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ABSTRACT

This paper discusses about a new method for solving a multi-objective assignment problem (MOAP)
using Pythagorean neutrosophic normal interval valued fuzzy sets (PNSNIVS). The process of converting
all objective values to a single scale is the main component of the work. A novel score function for
PNSNIVS is proposed to solve the assignment prolem. In this method a set of donors are paired to a set
of recipients. Illustration of numerical examples are provided to test its viability.

Keywords: Multi-objective Assignment Problem (MOAP), Pythagoreanneutrosophic normal interval
valued set (PNSNIVS) pythagoreanneutrosophic normal interval - valued weighted averaging
(PNSNIVWA).

INTRODUCTION

Zadeh introduced the concept of fuzzy set in the year 1965 [6]. In order to address the uncertainties in real-world
problems, a number of unreliable theories have been proposed which includes, the intuitionistic fuzzy set (IFS)
theory by Atanassov (1986) [1], the pythagorean fuzzy set (PFS) by Yager (2014), and the neutrosophic set (NSS)
theory by Samarandache (1995) [13]. The degree of membership for each element in fuzzy set theory ranges from
zero to one.The sum of the membership and non-membership degrees in IFS is either zero or less. PFS is an extension
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of IFS when the square sum of membership and non-membership degree is less than or equal to one [9].
Samarandache introduced the idea of a neutrosophic fuzzy set (NS), where the components have varying degrees of
veracity, ambiguity, and falsity. The interval value PFS (IVPES) was first introduced by Zhany (2016) as the PFS's
extent. Here, the degree values for membership and non-membership range from 0 to 1. And the squared sum of the
upper bounds of the two intervals is either zero or less than one. The concept of the normal fuzzy number (NFN) was
developed by Yang &Ko [8]. NFN resembles human decision-making processes more than the other fuzzy numbers.
Pythagorean neutrosophic normal interval valued set is a notion that is utilized in this essay. One of the most
fundamental concepts is the assignment issue, where the goal is to distribute N jobs to N workers while taking
certain restrictions into account. It is a unique instance of a transportation issue. Afaq Ahmad and A. Ahmed talked
about how to approach an assignment challenge. A. Khandelwal provided a methodical solution to the assignment
challenge. An approach for tackling assignment problems using the fuzzy programming technique was provided by
R. Sophia Porchelvi and M. Anitha (2018) [10].For the purpose of solving an assignment problem, R. Sophia Porchelvi
and M. Anitha (2018) used the average total opportunity cost technique [11]. A fuzzy fuzzy multi-objective
assignment problem was resolved by Jaesh M. Dhodiya and Anita Ravi Tailor (2016) using an exponential
membership function [4]. Zaoli yang and Jinping chang (2020) discussed about interval - valued pythagorean normal
fuzzy and their aggregation operators [14].M.Palanikumar, K. Arulmozhi and chiranjibejana (2022) done a work by
using Pythagorean neurtosophic interval-valued fuzzy aggregation [7]. Harish Garg (2020) gave a paper abut normal
intuitionistic sets [3]. This paper is organized as follows: The basic definitions are given in section 2. Notations,
Mathematical model, methodology and a numerical example is given in section 3 to check the feasibility of the
method.Conclusion is given in section 4.

PRELIMINARIES

x—a

2
Definition 1: Let R denote real number set, the membership function of fuzzy numberA(x) = e_(T) ,3>0is called as
normal fuzzy number (NFN) A(x) = (a, f) and it is enoted by N.

Definition 2: Let X be a universe of discourse. A Pythagorean neutrosophic set (PN) N on X is defined as

PN = {{x, ®py (x), Ppy (x), Jpy (X)) /x € X},

where 0 < @3y (x) + JJ3y (x) + Wiy (x) < 2 and ®py (%), Wpp (), Jpy (x) € [0,1]

®py (), Ppy (x), JIpy (x) denotes degree of membership, degree of non-membership and degree of indeterminacy.

Definition 3:Let (¢, 8) € N, 4 = {(a, B): [®~, ®*], []J~, J7], [¥~,¥*1} is a Pythagorean neutrosophic normal interval-
valued number (PNSNIVN). Where [@~, @], [J]J~,J*][¥~,¥*] €[0,1] and the degree of truth, indeterminacy and
falsity are denoted as

x—a x—a x—a

(67, &7] = ‘D_e_(T)Z,(DJre_( 5 )Z[J]_J]Jr] = J]_e_(T)Z,J]+e_(xﬁ%a)z

[w—,@+] = w—e‘(T) ,w+e‘(T) And 0 < @2, (x) + P2, (x) + JJ?,(x) < 2.

Definition 4: Addition of two PNSNIVN is given as follows. Let
4 = {(a, B): [@17, @ * ] [0, 0t [ v ]
B ={(az, B): [®;7, @, "], [1127, 1], [¥2 7, W2 *]} then
[ (a1 + az, B + B2);

[J (@172 + (8,7)21) = (@, )24, )2, " ((001)™ + (2,1)) = ((@.1)" (2.1)") ;]

| [*\/((m‘)ﬂ 0N = @O0, () + 1)) - ((nﬁ)l(nf)l)];
[ 22 Za 2|

A+B=

e
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Definition 5: 4 = {(a, 8): [®~, ®*], [JJ-, JJ*], [¥~, ¥ *1} be a family of PNSNIVN. And w={wy, w,, ...w,, }be weight of 4,
Yi—1w;Then generalized Pythagorean neutrosophic normal interval-valued weighted averaging (PNSNIVWA) is

defined as

i il: iﬁil);
22 n B w; 21 n Wi_
J1 - l_L=1 (1-(2=2)", J1 - 1_L:1 (1-(e**")

Hl - 1_[;1 (1 - (J]_ZA))Wi ' A\/l B 1_[:;1 (1 - (J]+ZA))Wi];
[]_[;(ww ,]_[;(W)Wf]

Definition 6: Let A = {(a, 8): [®~, ®*], [J]~, J*], [¥~, ¥ "1} be an PNSNIVN then the proposed score S(4) and accuracy
A(4) function is defined as

51(/1)=%((¢7)2;(¢+)2 P i 52 G S (fJ’)Z;r(J]*)Z "
DN S (G Can P N e - e @
Al(fi)=§(@f’z+“’+’z (”'7)2;("’32 (fJ’)Z;r(J]*)Z o
Ay (A)= g ((¢—)2;(¢+)2 + ("'_)2;("”)2 n (JJ‘)Z;(JF)Z) “
NOTATION

i - Donor number

j —recipient number

n- total number of donor/recipients

A - Pre surgical compatibility

B — Post surgical survival rate

T — Time to reach donor and recipients

W, — Weightage for Pre surgical compatibility

Wy — Weightage for post-surgical survival rate

Wr - Weightage For Time to Reach Donor and Recipients

MATHEMATICAL FORMULATION

The challenge is to assign each worker to just one job in order to maximize the given measure of effectiveness, given
n workers, n jobs, and the effectiveness of each worker for each job (in terms of cost, profit, time, etc.). Let C;; denote
the cost of assigning worker i to job j and X;; denote the assighment of worker I to job j.

_ | |
WorkerstJobs | 1T | 2 o I
: ! [+ ]
Z ! [ 1]
I ]
i l [ IR
1 | |
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Then the mathematical model of the assignment problem is given as follows Minimize Z = ¥_1 ¥7_1 X;; C;;
¥ = {1, if ith worker is assigned to j** job
v 0, Otherwise
1Xj =1, j=1,2, .., n (only one worker is assigned to j* job)

Z?:l Xij = 1i=1,2, ..., n (only one job is assigned to ith worker)

METHODOLOGY

This portion explains about the steps for solving the assignment problem.

Step 1: Consider m donors and n recipients and for Pre surgical compatibility (Table 1), post-surgical survival rate
(Table 2), and time to reach donor and recipients (Table 3). Here m=n (i.e.) it is a balanced assignment problem.

Step 2: Normalize the values wusing the following equation. The matrix is normalized into
A_ij = {(aij! Eij): [¢7ijl$ij ]/ [-j]ii]w '}]+ij] ’ [lpil’j' l‘U+ij}
& g o=_Pu By
max [ ;; y Fu max B ) a;j ’

= d>+ ¢_ij=d>_ij

andtfl-j =

ijrs

Step 3: Using the Pythagorean neutrosophic normal interval valued weighted averaging (PNSNIVWA) assuming A
=1 aggregate the Tables 4, 5, 6 to form Table 7.

Step 4: Now using the proposed score function find score values for Table 4. If tie occurs then use formula (2) to find
score values.

Step 5: Find the difference between maximum and minimum value for each row and note that along the side of each
row. Similarly find for each column.

Step 6: Select the row with maximum difference and in that row fix the largest value and cross out the corresponding
row and column.

Step 7:Repeat stepsb,6 until all donors are assigned to exactly onerecipient.

ILLUSTRATIVE EXAMPLE

This MOAP discuss about finding a match between donor and recipients for transplant surgery. Here the objectives
are to maximize the Pre surgical compatibility, post-surgical survival rate and minimize the time to reach donor and
recipients. Let Pre surgical compatibility be 4;;,
Let w = {0.4,0.4,0.2} be weight for objectives.
The MOAP can be defined as follows,

n n

post-surgical survival rate B;;, Time to reach donor and recipients Tj;.

ijs

Maximize Z Xy Ajj
i=1j=1
n n

Maximize Z Xi; By
i=1j=1

n n
Minimize z z X Ty
i=1j=1
if ith : . th ..
Here X;; = {1, if i do.nor is paired to j"'recipient
0, Otherwise
Yi=1X; =1, j=1,2,...,n (only one donor is paired to jth recipient)

Z}lzl X =1i=1,2, ..., n (only one donor is paired to it" donor)
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Step 1:

Table 1

(0.7,0.6):(0.2,0.3) (0.85,0.8): (0.17,0.2) | (0.2,0.1): (0.3,0.35) | (0.8,0.6): (0.5,0.6)

(0.65,0.7)(0.5,0.6) (0.6,0.7)(0.3,0.35) (0.6,0.7)(0.45,0.5) (0.6,0.7)(0.5,0.55)

(0.85,0.65): (0.3,0.35) | (0.8,0.7): (0.6,0.7) | (0.9,0.75): (0.45,0.5) | (0.7,0.65): (0.6,0.65)

(0.5,0.58)(0.6,0.65) (0.5,0.7) (0.17,0.2) (0.5,0.55) (0.1,0.12) (0.1,0.15) (0.2,0.3)

(0.75,0.7): (0.6,0.8) | (0.65,0.6): (0.7,0.8) | (0.75,0.65): (0.3,0.35) | (0.8,0.6): (0.35,0.45)

(0.6,0.7) (0.5,0.55) (0.2,0.22) (0.3,0.35) (0.2,0.3)(0.4,0.45) (0.23,0.3)(0.45,0.5)

(0.75,0.7): (0.18,0.3) | (0.7,0.6): (0.16,0.2) | (0.8,0.76): (0.12,0.2) | (0.8,0.75): (0.55,0.6)

(0.56,0.62) (0.19,0.3) (0.3,0.36)(0.6,0.71) (0.55,0.8) (0.6,0.7) (0.65,0.7)(0.5,0.54)

Table 2

(0.8,0.6): (0.5,0.55) | (0.7,0.65): (0.6,0.69) | (0.9,0.85): (0.5,0.6) | (0.7,0.65): (0.1,0.5)

(0.6,0.65)(0.6,0.7) (0.4,0.5)(0.54,0.55) (0.55,0.6)(0.6,0.7) (0.2,0.25) (0.3,0.35)

(0.6,0.55): (0.4,0.45) | (0.9,0.6): (0.2,0.25) (0.7,0.6): (0.3,0.35) | (0.6,0.3): (0.50.55)

(0.6,0.65) (0.5,0.55) (0.4,0.45)(0.7,0.75) (0.35,0.45) (0.45,0.5) (0.6,0.65)(0.7,0.75)

(0.8,0.5): (0.3,0.33) | (0.6,0.4): (0.2,0.3) | (0.6,0.5): (0.2,0.25) | (0.9,0.7): (0.4,0.45)

(0.35,0.45) (0.6,0.65) (0.35,0.4)(0.4,0.45) (0.3,0.35)(0.35,0.45) (0.45,0.5)(0.6,0.65)

(0.9,0.8): (0.6,0.7) | (0.7,0.6): (0.3,0.35) | (0.6,0.55): (0.8,0.65) | (0.8,0.7): (0.5,0.55)

(0.6,0.63)(0.4,0.55) (0.35,0.4)(0.4,0.45) (0.65,0.7)(0.8,0.85) (0.5,0.6)(0.6,0.7)

Table 3

(0.8,0.5): (0.4,0.5) | (0.9,0.6): (0.6,0.65) | (0.85,0.7): (0.3,0.33) | (0.8,0.7): (0.7,0.75)

(0.4,0.45)(0.5,0.55) (0.5,0.6)(0.5,0.54) (0.3,0.4)(0.5,0.55) (0.6,0.63)(0.4,0.55)

(0.7,0.6): (0.5,0.55) | (0.8,0.7): (0.5,0.56) | (0.5,0.2): (0.4,0.45) | (0.6,0.5): (0.66,0.75)

(0.4,0.54)(0.3,0.42) (0.6,0.67)(0.6,0.7) (0.45,0.5)(0.5,0.6) (0.7,0.8)(0.75,0.9)

(0.9,0.7): (0.2,0.22) | (0.4,0.3): (0.5,0.54) | (0.6,0.3): (0.47,0.5) | (0.7,0.65): (0.5,0.6)

(0.3,0.36)(0.3,0.4) (0.3,0.35)(0.33,0.4) (0.5,0.56)(0.6,0.64) (0.55,0.65)(0.3,0.4)

(0.8,0.7): (0.1,0.15) | (0.5,0.4): (0.6,0.66) | (0.7,0.4): (0.7,0.75) | (0.8,0.7): (0.45,0.5)

(0.5,0.6)(0.5,0.55) (0.6,0.7)(0.7,0.75) (0.6,0.62)(0.64,0.7) (0.65,0.7)(0.7,0.75)

Step 2: Normalizing tables 1,2,3 gives the following tables 4,5,6

Table 4

(0.82,0.74) :(0.2,0.3) | (1,0.94): (0.17,0.2) | (0.22,0.06): (0.3,0.35) | (1,0.6): (0.5,0.6)

(0.65,0.7) (0.5,0.6) (0.6,0.7) (0.3,0.35) (0.6,0.7)(0.45,0.5) (0.6,0.7)(0.5,0.55)

(1,0.71): (0.3,0.35) | (0.94,0.76): (0.6,0.7) | (1,0.82): (0.45,0.5) | (0.88,0.8): (0.6,0.65)

(0.5,0.58)(0.6,0.65) (0.5,0.7) (0.17,0.2) (0.5,0.55) (0.1,0.12) (0.1,0.15) (0.2,0.3)

(0.88,0.93): (0.6,0.8) | (0.76,0.69): (0.7,0.8) | (0.8,0.74): (0.3,0.35) | (1,0.6): (0.35,0.45)

(0.6,0.7) (0.5,0.55) (0.2,0.22) (0.3,0.35) (0.2,0.3)(0.4,0.45) (0.23,0.3) (0.45,0.5)

(0.88,0.93): (0.18,0.3) | (1.21,0.64): (0.16,0.2) | (0.88,0.95): (0.12,0.2) | (1,0.94): (0.55,0.6)

(0.56,0.62) (0.19,0.3) (0.3,0.36)(0.6,0.71) (0.55,0.8) (0.6,0.7) (0.65,0.7)(0.5,0.54)

Table 5

(0.88,0.56): (0.5,0.55) | (0.77,0.93): (0.6,0.69) | (1,0.94): (0.5,0.6) | (0.77,0.86): (0.1,0.5)

(0.6,0.65)(0.6,0.7) (0.4,0.45) (0.5,0.55) (0.55,0.6)(0.6,0.7) (0.2,0.25)(0.3,0.35)

(0.66,0.63): (0.4,0.45) | (1,0.62): (0.2,0.25) | (0.77,0.61): (0.3,0.35) (0.66,0.21): (0.5,0.55)

(0.6,0.65) (0.5,0.55) (0.4,0.45) (0.7,0.75) (0.35,0.45) (0.45,0.5) (0.6,0.65) (0.7,0.75)
E— 89679
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(0.88,0.39): (0.3,0.33) | (0.66,0.41): (0.2,0.3) | (0.66,0.49): (0.2,0.25) | (1,0.77):(0.4,0.45)(0.45,0.5)(
(0.35,0.45)(0.6,0.65) (0.35,0.4)(0.4,0.45) (0.3,0.35) (0.35,0.45) 0.6,0.65)

(1,0.88): (0.6,0.7) | (0.77,0.79): (0.3,0.35) | (0.66,0.59): (0.6,0.65) (0.88,0.87):(0.5,0.55)
(0.6,0.63) (0.4,0.55) (0.35,0.4) (0.4,0.45) (0.65,0.7) (0.8,0.85) (0.5,0.6) (0.6,0.7)

Table 6

(0.8,0.45): (0.4,0.5) | (1,0.57): (0.6,0.65) | (1,0.82): (0.3,0.33) | (1,0.88): (0.7,0.75)
(0.4,0.45) (0.5,0.55) (0.5,0.6) (0.5,0.54) (0.3,0.4) (0.5,0.55) (0.6,0.63) (0.4,0.55)
(0.77,0.73): (0.5,0.55) | (0.88,0.88): (0.5,0.56) | (0.59,0.11): (0.4,0.45) | (0.75,0.59): (0.66,0.75)
(0.4,0.54) (0.3,0.42) (0.6,0.67) (0.6,0.7) (0.45,0.5) (0.5,0.6) (0.7,0.8) (0.75,0.9)

(0.9,0.7): (0.2,0.22) | (0.44,0.32): (0.5,0.54) | (0.73,0.21): (0.47,0.5) | (0.88,0.86): (0.5,0.6)
(0.3,0.36) (0.3,0.4) (0.3,0.35) (0.33,0.4) (0.5,0.56) (0.6,0.64) (0.55,0.65) (0.3,0.4)

(0.8,0.7): (0.1,0.15) | (0.56,0.46): (0.6,0.66) | (0.82,0.28): (0.7,0.75) | (1,0.88): (0.45,0.5)
(0.5,0.6) (0.5,0.55) (0.6,0.7) (0.7,0.75) (0.6,0.62) (0.64,0.7) (0.65,0.7) (0.7,0.75)

Step 3:Aggregating tables 4,5,6 gives the following table

Table 7

(0.84,0.61): (0.15,0.21) | (0.91,0.86)  :(0.25,0.33) | (0.69,0.56) :(0.16,0.29) | (0.91,0.76):(0.22,0.3)(0.49

(0.77,0.8) (0.54,0.63) (0.71.0.7) (0.41,0.46) (0.62,0.67) (0.53,0.59) ,0.57)(0.39,0.46)
(0.82,0.68):(0.15,0.19)(0.43 | (0.95,0.73):(0.23,0.3)(0.69 | (0.83,0.59):(0.15,0.19)(0.44 | (0.77,0.52):(0.34,0.4)(0.6,
,0.6)(0.49,0.56) ,0.78)(0.39,0.44) ,0.5)(0.25,0.29) 0.59)(0.43,0.54)

(0.88,0.67): (0.66,0.5): (0.73,0.53) :(0.1,0.13) (0.98,0.72):

(0.2,0.37)(0.68,0.75) (0.29,0.41)(0.54,0.56)(0.3 | (0.56,0.62) (0.41,0.48) (0.16,0.2)(0.41,0.48)

(0.49,0.55) 4,0.39) (0.47,0.53)

(0.91,0.87): (0.9,0.66): (0.78,0.67): (0.28,0.33) | (0.95,0.9):

(0.18,0.27) (0.75,0.79) | (0.13,0.17)(0.41,0.48) (0.77,0.85) (0.68,0.76) (0.26,0.32)(0.59,0.66)(0.5
(0.31,0.43) (0.53,0.59) 8,0.64)

Step 4:Applying score function in table 7 we get following table 8

Table 8

0.52 0.55 0.45 0.59

0.55 0.71 0.54 0.52

0.55 0.43 0.46 0.68

0.6 0.63 0.51 0.66

RESULTS AND DISCUSSION

Performing step 5,6 will end up with the following paring between donors and recipients.

Dy -R3
D; - R;
D3 -Ry
Dy-Ry

So, the optimum value for Pre surgical compatibility, post-surgical survivalrate, and time to reach donor and
recipients is (2.55,2.1) :(0.59,0.89)(1.36,1.5)(0.006,0.015), (1.8,2.95):(0.8,1.11)(1.39,1.45)(0.1,0.19)and
(3.15,2.75):(0.59,0.8)(1.37,1.41)(0.045,0.085) The most important step in the organ transplant process is pairing the right
donor with the right recipient. Finding the right donor might be challenging because there are many patients waiting
for transplants but few willing donors. The National Organ Transplant Programme (NOTP) of the Indian
government promotes organ donation and transplantation throughout the nation. In terms of donated organs from
deceased people, Tamil Nadu comes in first. This research offers a novel approach to resolving a multi-objective
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assignment problem in order to overcome the challenges in donor recipients matching. This solution approach will
be a useful resource in fields whenever assignment difficulties arise in a Pythagorean neutrosophic environment.

CONCLUSION

This paper gave a new method for MOAP to pair donors with recipients for transplant surgery under Pythagorean
neutrosophic normal interval valued number. It gives the optimal solution for the objectives. In future this problem
can be solved by using some other multi-objective optimization method.
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ABSTRACT

A subset D of the vertex set V(G) of a graph G is said to be a dominating set if every vertex not in D is
adjacent to at least one vertex in D. A dominating set D is said to be an eccentric dominating set if for
every veV-D, there exists at least one eccentric vertex of v in D. The minimum cardinality of an eccentric
dominating set is called the eccentric domination number and is denoted by yed(G). A subset D of V(G) is
a restrained eccentric dominating set if D is a restrained dominating set of G and for every v € V - D,
there exists at least one eccentric vertex of v in D. The minimum of the cardinalities of the restrained
eccentric dominating set of G is called the restrained eccentric domination number of G and is denoted by
yred(G). Let p > 8 be a positive integer. The circulant graph Cp(1, 2, 4) is the graph with vertex set {v0, v1,
v2, ..., vp-1} and edge set {{vi, vitj}:i€{0, 1, 2, ..., p—1} and je{1, 2, 4}}. In this paper, we initiate the study
of domination number, restrained domination number, eccentric domination number and restrained
eccentric domination number in the circulant graphs Cp(1, 2, 4).

Keywords: Domination, Restrained Domination, Eccentric Domination, Restrained Eccentric
Domination, Circulant Graphs.
Mathematics Subject Classification: 05C12, 05C69.
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INTRODUCTION

Let G be a finite, simple, undirected (p, q) graph with vertex set V(G) and edge set E(G). For graph theoretic
terminology refer to Harary [8], Buckley and Harary [6]. The concept of domination in graphs is originated from the
chess games theory and that paved the way to the development of the study of various domination parameters and
its relation to various other graph parameters. For details on domination theory, refer to Haynes, Hedetniemi and
Slater [9]. Janakiraman, Bhanumathi and Muthammai [10] introduced Eccentric domination in Graphs. Bhanumathi,
John Flavia and Kavitha [1] introduced and studied the concept of Restrained Eccentric domination in Graphs.

Definition 1.1: Let p > 8 be a positive integer. The circulant graph Cp(1, 2, 4) is the graph with vertex set {v0, v1, v2,
..., vp-1} and edge set {{vi, vitj}:i € {0, 1, 2, ..., p-1} and j € {1, 2, 4}}.

Definition 1.2: Let G be a connected graph and v be a vertex of G. The eccentricity e(v) of v is the distance to a vertex
farthest from v. Thus, e(v) = max{d(u, v) : u € V}. The radius r(G) is the minimum eccentricity of the vertices, whereas
the diameter diam(G) = d(G) is the maximum eccentricity. For any connected graph G, r(G) < diam(G) < 2r(G). The
vertex v is a central vertex if e(v) = r(G). The center C(G) is the set of all central vertices. For a vertex v, each vertex at
a distance e(v) from v is an eccentric vertex of v. Eccentric set of a vertex v is defined as E(v) = {u € V(G) / d(u, v) =

e(v)}.
Definition 1.3: A graph G is called a m-eccentric point graph if each point of G has exactly m > 1 eccentric points.

Definition 1.4 [7, 9]: A set D c V is said to be a dominating set in G, if every vertex in V-D is adjacent to some vertex
in D. The minimum cardinality of a dominating set is called the domination number and is denoted by y(G).

Definition 1.5 [8]: A set D c V(G) is a restrained dominating set if every vertex not in D is adjacent to a vertex in D
and to a vertex in V-D. The cardinality of minimum restrained dominating set is called the restrained domination
number and is denoted by yr(G).

Definition 1.6 [10]: A set D c V(G) is an eccentric dominating set if D is a dominating set of G and for every veV-D,
there exists at least one eccentric vertex of v in D. The minimum cardinality of an eccentric dominating set is called
the eccentric domination number and is denoted by yed(G).

Definition 1.7 [1]: A subset D of V(G) is a restrained eccentric dominating set if D is a restrained dominating set of G
and for every veV-D, there exists at least one eccentric vertex of v in D. The minimum of the cardinalities of the
restrained eccentric dominating set of G is called the restrained eccentric domination number of G and is denoted by
yred(G).

Theorem 1.1 [9]: For any graph G, [ p/(1+A(G)) | < v(G) < p-A(G).
Theorem 1.2 [3]: Let G be a connected graph. Let u € V(G) be eccentric to atmost m vertices, then [ p/(1+m) | < yed(G).

Domination, Restrained domination, Eccentric domination and Restrained eccentric domination in Circulant
Graph Cp(1, 2, 4)

Let p > 8 be a positive integer. The circulant graph Cp(1, 2, 4) is the graph with vertex set {v0, v1, v2, ..., vp — 1} and
edge set {{vi, vi+j}:ie{0,1,2, ..., p—1}andj e {1, 2, 4}}. In this section, we determine the domination number, the
restrained domination number, the eccentric domination number and the restrained eccentric domination number of
circulant graph Cp(1, 2, 4), for any integer p > 8. Cleary, Cp(1, 2, 4) is a 6-regular graph on p vertices.
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Example 2.1

In Figure 2.1, S1 = {v0, v7} is a minimum dominating set. It is also a minimum restrained dominating set. Therefore,
y(C11(1, 2, 4)) = yr(C11(1, 2, 4)) = 2. S2 = {v0, v4, v8} is a minimum eccentric dominating set and is also a minimum
restrained eccentric dominating set. Therefore, yed(C11(1, 2, 4)) = yred(C11(1, 2, 4)) = 3.

Theorem 2.1: For any integer p > 8,
[p]+1if p=6(mod?7)

YCp (1,2,4)) =yr(Cp (1,2, 4))= 71 T LT P=E(mod )

Proof: Let p > 8 and let Cp represent the cycle in Cp(1, 2, 4) with vertices
v0, vl, v2, ..., vp — 1 and edges vOv1, v1v2, ..., vp —2vp — 1, vp — 1v0. Cp(1, 2, 4) is a six regular graph. Hence, y(Cp(1,
2, ) >[p/1+6]=[p/7]
Let k > 1 be a positive integer.
Now, when p = 7k, consider S = {v0, v7, v14, ..., v7(k — 1)}. S is a dominating set of Cp(1, 2, 4) with cardinality
[p/71and I3 =[p/71.
When p =7k + 1, consider S = {v0, v7, v14, ..., v7k}. S is a dominating set of Cp(1, 2, 4) with cardinality rp/ﬂ and 9=
[p/71.
When p =7k + 2, consider S = {v0, v7, v14, ..., v6k}. S is a dominating set of Cp(1, 2, 4) with cardinality |—p/7—| and |9 =
[p/71.
When p =7k + 3, consider S = {v0, v7, v14, ..., v6k}. S is a dominating set of Cp(1, 2, 4) with cardinality |—p/7—| and |9 =
[p/71.
When p =7k + 4, consider S = {v0, v7, v14, ..., v7k}. S is a dominating set of Cp(1, 2, 4) with cardinality |—p/7—| and |9 =
[p/71.
When p =7k + 5, consider S ={v0, v7, v14, ..., v7k}. S is a dominating set of Cp(1, 2, 4) with cardinality |—p/7—| and |9 =
[p/71.
When p =7k + 6, consider S = {v0, v7, v14, ..., v7k, v7k + 5}. S is a dominating set of Cp(1, 2, 4) with cardinality |—p/ﬂ +
land I8l=[p/71+1.
P14+ 1ifp=6(mod7)
In all cases, 7(Cp(l. 2.4))= {"
[l if p % 6 (mod 7)

In all the above cases, S is also a restrained dominating set of Cp(1, 2, 4). Therefore, yr(Cp(1, 2, 4)) = v(Cp(1, 2, 4)).
Theorem 2.2: For any integer p > 10,

(i) [p/31<ved(Cp(1,2, 4)) < p/2if p=24k +8,k>1.

(ii) [p/31<ved(Cp(1, 2, 4) <p/2]-2if p=24k+9, k> 1.
(iii) [p/41<yed(Cp(l, 2, 4)) <[ p/31if p =24k + 10, k > 0.
(v)  [p/51<ved(Cp(l, 2, 4) <[p/alif p=24k +11,k>0.

V) [p/61<ved(Cp(l, 2, 4)) < p/4 if p = 24k +12,k > 0.

(vi) [p/7 1< ved(Cp(1, 2, 4)) <[ p/6 |if p =24k + 13, k > 0.
(vii)  yed(Cp(1,2,4)) =p/2 if p=24k + 14, k> 0.

(viti)  [p/71<yed(Cp(l, 2, 4) <[ p/d]-1if p=24k +15,k>0.
(ix) [p/31<ved(Cp(l, 2, 4)) < p/2 if p =24k + 16,k > 0.

) [p/31<ved(Cp(1, 2, 4)) <[p/2]-1if p=24k + 17,k > 0.
(xi) [p/41<ved(Cp(l, 2, 4)) < p/3if p =24k + 18,k > 0.

(xii)  [p/5l<yed(Cp(l,2,4) <[p/a]-1if p=24k +19, k>0.
(xiil)  [p/61<yed(Cp(l, 2, 4)) < p/4 if p = 24k + 20, k > 0.

(xiv)  [p/71<yed(Cp(l, 2, 4) <[ p/d]-1if p=24k +21,k>0.
(xv)  yed(Cp(l,2,4) =p/2if p=24k+22,k>0.

(xvi)  [p/71<ved(CpQ1, 2, 4)) <[p/a]-1if p =24k +23, k> 0.
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(xvii) yed(Cp(1, 2, 4)) = p/3 if p = 24k + 24, k > 0.

(xviii) [ p/31< yed(Cp(1, 2, 4)) <[ p/2 1 -1 if p =24k + 25, k > 0.
(xix)  [p/al<yed(Cp(1,2,4) <[p/3]if p =24k +26, k > 0.
(xx)  [p/51<ved(Cp(l, 2, 4) <[p/alif p=24k +27,k>0.
(xxi)  [p/61<yed(Cp(l, 2, 4)) < p/4if p=24k+28 k>0.
(xxii) [ p/7 1< ved(Cp(1, 2, 4) <[ p/41-1if p =24k +29, k> 0.
(xxiii) yed(Cp(1, 2, 43) = p/2 if p =24k + 30, k> 0.

(xxiv) ['p/7 1< yed(Cp(l, 2, 4)) <[ p/4 ] -1 if p =24k + 31, k > 0.
Proof: Let v0, v1, v2, ..., vp — 1 be the vertices of Cp(1, 2, 4).

By Theorem 2.1, y(Cp(1, 2, 4)) =[ p/7 |+ 1 if p = 6(mod 7) (1)
Y(Cp(1,2,4) =Ip/7] if p % 6(mod 7) 2)
Case (i): p=24k +8,k > 1.

In this case, Cp(l, 2, 4) is a (p + 8)/8 self-centered graph. The vertices v,, ,v,, are

the eccentric vertices of vi(1=0, 1, 2, ..., p — 1). Therefore, Cy(1, 2, 4) is a 2-eccentric point

graph.
Hence, by Theorem 1.2, [ p/3 1< yed(Cp(1, 2, 4)). ®3)
S={v0, v2, v4, ..., vp — 4, vp — 2} is an eccentric dominating set of Cp(1, 2, 4) and I9 = p/2.
Therefore, yed(Cp(1, 2, 4)) < p/2. 4)

From (3) and (4), |—p/3—| <ved(Cp(1, 2, 4)) < p/2.
Case (ii): p=24k+9,k>1.
In this case, Cp(1, 2, 4) is a (p + 7)/8 self-centered graph. The vertices v, . ,v_, are

4

(=]

the eccentric vertices of vi(i =0, 1. 2, ..., p — 1). Therefore, Cp(1, 2. 4} is a 2-eccentric point

graph.
Hence, by Theorem 1.2, [ p/31< yed(Cp(1, 2, 4)). (5)
S=1{v0, v2,v4, ..., vp — 7, vp — 5} is an eccentric dominating set of Cp(1, 2, 4) and
S =Ip/21-2.
Therefore, yed(Cp(1, 2, 4)) <[ p/21-2. (6)

From (5) and (6), [ p/3 1< yed(Cp(1, 2, 4)) <[ p/2]-2.

Case (iii): p =24k + 10, k > 0.
Inthis case, Cp(1, 2, 4) is a (p + 6)/8 self-centered graph. The vertices v, v, V.

T +

are the eccentric vertices of vi (1= 0, 1, 2, ..., p — 1). Therefore, Cp(1, 2. 4, is a 3-eccentric
point graph.
Hence, by Theorem 1.2, [ p/4 1< ved(Cp(1, 2, 4)). (7)

S={v0, v3, v6, ..., vp — 4, vp — 1} is an eccentric dominating set of Cp(1, 2, 4) and 9l = rp/3—|.
Therefore, yed(Cp(1, 2, 4)) <[ p/3]. (8) From (7) and (8), [ p/4 |< yed(Cp(1, 2, 4)) <[ p/3 .
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Case (iv): p=24k +11, k > 0.
In this case, Cy{l. 2. 4 is a (p + 5)/8 self-centered graph. The wvertices

Vs 2Vp1 2Vpa V. are the eccentric vertices of vi(i = 0, 1. 2, ..., p — 1). Therefore,

+iL i +i +i
2 2 2 2

Cp(1.2.4) is a 4-eccentric point graph.

Hence, by Theorem 1.2, [ p/5 1< ved(Cp(1, 2, 4)). )
S={v0, v4, v8, ..., vp — 7, vp — 3} is an eccentric dominating set of Cp(1, 2, 4) and I9 = rp/4—|.
Therefore, yed(Cp(1, 2, 4)) <[p/41. (10) From (9) and (10), [ p/51< yed(Cp(1, 2, 4)) <[ p/41.

Case (v): p=24k +12,k > 0.

In this case. Cp{l, 2, 4) is a (p + 4)/8 self-centered graph. The wvertices

Ve Ve v, +Vmm :V.u aretheeccentric verticesof vi(i=0, 1, 2, ..., p— 1). Therefore,

+H T H + +
¢l ¢l g ¢l 2

Cp{1.2.4) is a 5-eccentric point graph.

Hence, by Theorem 1.2, [ p/6 | < yed(Cp(1, 2, 4)). (11)
S={v0, v4, v8, ..., vp — 8, vp — 4} is an eccentric dominating set of Cp(1, 2, 4) and I9 = p/4.
Therefore, yed(Cp(1, 2, 4)) <p/4.  (12) From (11) and (12), |—p/6—| <ved(Cp(1, 2, 4)) < p/4.

Case (vi): p=24k +13,k >0.

In this case. Cp{l. 2. 4) is a (p + 3)/8 seli-centered graph. The vertices

Vo Vs Vo SV Vs 2V arethe eccentric vertices of vi(i=0,1,2, ..., p-1).
+i +i + + +i i

3 3 3 3 3 3

Therefore, Cp(1, 2, 4) is a 6-eccentric point graph.
S=1{v0, v6, v12, ..., vp — 7, vp — 1} is an eccentric dominating set of Cp(1, 2, 4) and 9 = |—p/6—|.

Therefore, yed(Cp(1, 2, 4)) <[ p/61]. (13) From (2) and (13), [ p/7 | < yed(Cp(1, 2, 4)) <[ p/6 |

Case (vii): p=24k + 14,k > 0.
In this case, Cp(l, 2, 4) is a (p + 10)/8 self-centered graph. The vertex V. is the

et

eccentric vertexof vi(i=0, 1, 2, ..., p— 1). Therefore, Cp(1,2,4) is a self-centered unique

eccentric point graph.

Hence, yed(Cp(1, 2, 4)) > p/2. (14)
S=1{v0, v2, v4, ..., vp — 4, vp — 2} is an eccentric dominating set of Cp(1, 2, 4) and 9 = p/2.
Thus, yed(Cp(1, 2, 4)) < p/2. (15)

From (14) and (15), yed(Cp(1, 2, 4)) =p/2..
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Case (viii): p=24k +15,k > 0.
In this case. Cp{l, 2, 4) is a (p + 1)/8 self-centered graph. The vertices

Vps Vs Ve Vi Vs Vs oYy arethe eccentric vertices of vi(i=0,
-5 - -5 -5 e - -5 -

] 2 2 2 2 2 ] 2

1.2, ...,p—1). Therefore. Cy(1,2. 4} 1s a 8-eccentric point graph.

1,2, .., p—1). Therefore, Cp(l, 2, 4) is a 8-eccentric point graph.
S={v0, v4, v8, ..., vp — 11, vp — 7} is an eccentric dominating set of Cp(1, 2, 4) and
S =Ip/al-1.

Therefore, Cy{1. 2, 4) is a 8-eccentric point graph.

S= {vo. V4. Vg, .... Vp - 11. Vp - 7} is an eccentric dominating set of Cy(l. 2, 4) and
ISl =[pral-1.
Therefore, yea(Cp(1, 2, 4)) <[ p/4 |- 1. (16)

From (2) and (16), [ p/7 | < yea(Cp(1, 2, 4)) <[ p/a]-1.
Case (ix): p=24k + 16,k © 0.

In this case, Cp(1. 2, 4) is a (p + 8)/8 self-centered graph. The vertices v_, ,v_, are

i L
2 2

the eccentric vertices of vi(i= 0, 1, 2, .... p — 1). Therefore, Cp(1, 2, 4) is a 2-eccentric point

graph.

Hence, by
Theorem 6.1.1, [ p/3 | < v.a(Cy(1, 2. 4)). (17)
8= {vo, V2, Vs, .... Vp-4, Vp-2} is aneccentric dominating set of Cy(1, 2. 4) and S| =p/2.
Therefore, y.a(Cp(1, 2. 4)) =p/2. (18)

From (17) and (18), [ p/3 | = v:a(Cp(1. 2. 4)) <p/2.

Case (xi): p=24k +18,k o 0. .
In this case, Cy(1, 2, 4) is a (p + 6)/8 self-centered graph. The vertices v,y v .V,

=
e M . T

are the eccentric vertices of vi(i =0, 1, 2, ..., p — 1). Therefore, Cp{(1, 2, 4} is a 3-eccentric

point graph.
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Hence, by

Theorem 1.2, p/4 | = Yed(Cp(L, 2. 4)). 2Zn

S = {Vo. V3, V6. .... Vp-6. Vp-3} 18 an eccentric dominating set of Cp(1, 2. 4) and

Isl=p/3

Therefore, v.q(Cp(l. 2. 4)) = p/3. (22)

From (21) and (22), [ p/4 |< 7ea(Cp(1. 2, 4)) < p/3.
Case (xii): p = 24k + 19,k 0 0.

In this case, Cp{l, 2. 4) 1s a (p + 5)/8 self-centered graph. The vertices

Ves #Vp1 Ve @V are the eccentric vertices of vi(i = 0, 1, 2. .... p — 1). Therefore,

L L L L
) 2 2 3

Cp(1,2.4) is a 4-eccentric point graph.

Hence, by
Theorem1.2.[p/5 |= Tea(Cp(l. 2. 4)). (23)
S= {vo. V4, Vg, .... Vp- 11. Vp - 7} is an eccentric dominating set of Cp{l, 2, 4} and
ISl =[p/a]-1.
Therefore, yea(Cp(1, 2, 4)) <[ p/a |- 1. (24)

From (23) and (24), [ p/5 < yea(Cp(1, 2. 4)) <[ p/4]- 1.

Case (xiii): p =24k + 20,k o 0.
In this case, Cp(l. 2. 4, is a (p + 4)/8 self-centered graph. The vertices

+i +i =+ =+ =i
2 2 7 7

Ve Vi v, Vi Vi aretheeccentric vertices of v; (i= 0.1, 2. .... p — 1). Therefore,
Cp(1.2.4) is a 5-eccentric point graph.
Theorem 1.2, p/6 | = Yed(Cp(l, 2. 4)). (25)
S= {Vo, V4. Vs, .... Vp-8. Vp—4} is aneccentric dominatingset of Cp(1, 2, 4) and |S| = p/4.
Therefore, y.q(Cp(l. 2. 4)) = p/4. (26)

From (25) and (26). [ p/6 | = v.a(Cp(1, 2, 4)) <p/4.
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Case (xiv): p=24k +21,k 0 0.
In this case, Cp(l, 2, 4, is a (p + 3)/8 self-centered graph. The wvertices

Ve Vs Vo WV Vs Vo arethe eccentric vertices of vi(i=0,1,2,...., p-1).
+i i +i i +i +i

Therefore, Cy(1. 2. 4} is a 6-eccentric point graph.

Therefore, yeq(Cp(1. 2. 4%) <[ p/4 |- 1. (27)
From (2) and (27). [ p/7 1< v.a(Cp(1. 2, 4)) <[ p/a |- 1.
Case (xv): p=24k +22,k o 0.

In this case, Cp(l, 2, 4) is a (p + 10)/8 self-centered graph. The vertex v, is the
eccentric vertex ofv;(1=0, 1, 2, .... p — 1). Therefore, Cp{1,2. 4)isa self-centered unique

eccentric point graph.

Hence, Y.a(Cp(1.2. 4)) = p/2. (28)
S= {Vo, V2. V4. ..., Vp-4. Vp-2} is an eccentric dominating set of Cy(1, 2, 4) and S| =p/2.
Thus, v.a(Cp(1.2. 4)) = p/2. (29)

From (28) and (29). y.d(Cp(1.2, 4)) = p/2.
Case (xvi): p=24k +23,k 0 0.

In this case, Cp(l, 2, 4) i3 a (p + 1)/8 self-centered graph. The vertices

Ves Vs Vi Vo Ve Vs Vs Ve arethe eccentric vertices vi(i= 0,
H + +H HH +H H + +H

1.2.....p— 1). Therefore, Cp(1, 2, 4) is a 8-eccentric point graph.

S= {vo, V4, Vg, .... Vp - 11. Vp - 7} is an eccentric dominating set of Cy(1, 2, 4) and
sl =[pral-1.
Therefore, yea(Cp(1, 2, 4)) <[p/4 |- 1. (30)

From (2) and (30), [ p/7 | < vea(Cp(1, 2, 4)) <[ p/a |- 1.
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Case (xvii): p=24k + 24,k o 0.

In this case. Cp{l. 2. 4) 15 a (p + 7)/8 self-centered graph. The vertices v

32V AIE
the eceentric vertices of vi(1=0. 1, 2. ..., p — 1). Therefore. Cp({1. 2. 4} is a 2-eccentric point
graph.
Hence. by Theorem 1.2, [p/3 1< Ted(Cp(l. 2. 4)).  (33)
S = {vo, v2, V4, .... Vp -5, Vp -3} is an eccentric dominating set of Cp{l, 2, 4) and
sl =[p2l-1.
Therefore, yea(Cp(1. 2. 4)) <[ p/2]- 1. (34)
From (33) and (34). [ p/3 | < yea(Cp(1. 2. 4)) <[ p/2]-1.
Case (xix): p =24k + 26, k 0 0.
In this case, Cp(l. 2. 4) is a (p + 6)/8 self-centered graph. The vertices Vous Vo Vo
are the eccentric vertices of vi (1=10. 1. 2, ... p — 1). Therefore. Cy(l. 2. 4) 15 a 3-eccentric

point graph.

Hence. by Theorem 1.2, |_p 4]< Ted(Cp(1. 2. 4)). (35)

[

S = {V0. V3. V6. .... Vp-5. Vp-2} 15 an eccentric dominating set of Cp(l,
Therefore, yea(Cp(1. 2. 4)) <[ p/3 1. (36)

From (35) and (36). |—p 4]< Ted(Cp(1, 2. 4)) < |_p 3l
Case (xx): p=24k +27,k o 0.

.4) and I8/ =[p/3]1.

In this case. Cp{l. 2. 4) is a (p + 5)/8 self-centered graph. The vertices

, . - rattinee o 1 = ) _ . .
Vps Vot sVpu sVps AT€ the eccentric vertices of vi (1 = 0. 1. 2. ... p — 1). Therefore.
- E] ] 3

Cp(1, 2. 4) is a 4-eccentric point graph.
Hence, by Theorem 1.2.[p/5]< ved(Cp(l. 2. 4)).  (37)

S = {v0. V4. V8. .... Vp-7. Vp-3} 15 an eccentric dominating set of Cp(1. 2. 4) and sl =[pral.
Therefore, yea(Cp(1. 2. 4)) <[ p/4]. (38)
From (37) and (38). [ p/5 | < yea(Cp(1. 2. 4)) <[ p/4].
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Case (xxi): p=24k + 28,k o 0.

2

In this case, Cp(l. 2. 4) 15 (p + 4)/8 self-centered graph. The wvertices

a

» ' ] ] ? - S—— S e ;) _ - -
Vps Ve Vp Ve -Vpss are the eccentrie vertices of vi(1=0. 1, 2, ..., p — 1). Therefore,

2 2 2 2 2

Cp(1, 2. 4) is a S-eccentric point graph.

Hence. by Theorem 1.2.[p/6 | < vea(Cp(1. 2. 4)).  (39)
S = {v0. V4. V8. .... Vp-38. ¥p-4] 15 an eccentric dominating set of Cy(1. 2. 4) and Is| = p/a.
(40)

Therefore, yed(Cp(1. 2. 4)) < p/4.
From (39) and (40). [p/6 | < yea(Cp(1. 2. 4)) < p/4.

Case (xxii): p=24k +29,k 0 0.
In this case, Cp(l. 2. 4) s a (p + 3)/8 self-centered graph. The wvertices

_J.‘n-‘is_r_J-’ﬂHare the eccentric vertices of vi(i=0, 1, 2. ... p — 1).

+ B + o £
y ] 2 2 2

Therefore, Cy(1. 2, 4} 1s a G-eccentric point graph.

S = {vo. V4, V8 ... Vp -0, Vp- 3} 15 an eccentric dominating set of Cp{l, 2, 4) and

Sl=Tp/al-1.
Therefore, yea(Cp(1. 2. 4)) <[ p/4 |- 1.
From (2) and (41). |—p 7= ved(Cp{1. 2, 4)) *_13|_p 4]-1.

(41)

Case (xxiii): p =24k + 30, k o 0.

—i

2

In this case. Cy(l. 2. 4) is a (p + 10)/8 self-centered graph. The vertex v is the

eccentric vertex of vi(1=0. 1. 2. ... p — 1). Therefore. Cy{1. 2. 4) is a self centered unique

eccentric point graph.

Hence, vea(Cp(1, 2. 4)) = p/2. (42)
S = {V0. V2. V4. ... Vp—d. Vp-2]} 15 an eccentric dommating set of Cp(1. 2. 4) and I8l = pr2.
(43)

Thus, vea(Cp{l. 2, 4)) < p/2.
From (42) and (43). yea(Cp(1. 2, 4)) =p/2 .
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Case (xxiv): p=24k + 31,k 0 0.

In this case, Cp(l. 2, 4) s a (p + 1)/8 self-centered graph. The vertices

Vv S L LN LTS TR L
-%9_- L TLR o PR i VPR S VO oo

]
2 2 2 2 2

v

pis +Vpeg are the eccentric vertices of vi(1= 0.
oy £y
y ] el

1. 2. ... p — 1). Therefore. Cy(1. 2. 4) 1s a 8-eccentric point graph.

S = {vVo. V4. V8. ... ¥p - 11. ¥Vp - 7y 15 an eccentric dominatmg set of Cp(l. 2, 4) and
sl=Tp/al-1.
Therefore. yea(Cp(1. 2. 4)) <[ p/4 ] - 1. (44)

From (2) and (44). |_p 71 < ved(Cp({1, 2. 4)) < |_p 4]-1.

Remark 2.1
(1) S1= {vo. v1, 2} 15 a minimum eccentric dominating set of Cg(1, 2, 4).
Hence. vea(Cg(1. 2. 4)) = 3.
(ii) S2= {vo. v2, v4} 15 a minimum eccentric dominating set of Co{1, 2, 4).

Hence. vea(Co(1. 2. 4)) = 3.

Corollary 2.1: For any integer p o 10,
(1) |_p 3—|E‘fred[{:1p<1.2.4}){_:p2ifp=2-‘|-k+3tk:3]_.

()  [pB3l<yra(Cy(l.2.4) <lp2]-2ifp=24k +9.k > 1.
(ii)) [ p/41< yrea(Cp(1. 2. 4)) <[ p/3Tif p =24k + 10. k > 0.

[ ]

(iv)  [p/51<yea(Cp(l.2.4)) <[p/alifp=24k + 11.k > 0.
(v)  [p/6]< yrea(Cp(1.2.4)) < p/d if p =24k + 12. k = 0.
vi) /71 yea(Cy(1. 2. 4)) <[p/6 ] if p = 24k + 13. k > 0.

[ ]

(vii)  yrea(Cp(l. 2. 4)) =p/2ifp =24k + 14. k> 0.
(viii) [p/7]<yrea(Cp(l. 2. 4)) <[pd]-1ifp=24k +15. k= 0.
(ix) [p/31<yra(Cp(1.2.4)) <p/2ifp =24k + 16, k = 0.

[ ]
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®  [p3l=vmalCe(l, 2, 4D =[p2]-1ifp=24k + 17k = 0.
(xi) [pA]=vea(Cp(l.2, ) =p3ifp=24k + 18, k= 0.

(xii) [p/5T]=yea(Ce(1. 2. 4) =[pi4]-11fp=24k +19. k = 0.
(xi) [p/6]= vea(Ce(l, 2. 4)) = pid ifp=24k + 20, k = 0.

xiv) [p7]=yea(Ce(1. 2. 4) <[pi4]-1ifp=24k +21. k = 0.
(xV)  Vea(Cp(l, 2, 4) =pRifp=24k + 22,k = 0.

(xvi) [p7]=yea(Ce(l. 2. 4)) =[pid]-1ifp=24k +23. k = 0.
(xvil) VealCp(l, 2, 4)=p3ifp=24k+24 k=0

(xviii) [p/3 1= yoa(Cy(l, 2. 4)) =[p/2]-1ifp=24k + 25, k = 0.
(xix) [pd]=vealCe(1, 2, 4) <[p/3if p= 24k + 26,k = 0.
(xx) [p/5]=vma(Cy(l, 2, 4)) <[p/id]ifp=24k + 27, k = 0.
(xxi) [p/6]= vea(Cp(1, 2, 4)) = pd ifp=24k + 28 k= 0.
(xil) [p7]= vea(Ce(1, 2, 4D =[pi4]- 1ifp=24k +29.k = 0.
(xxil) YralCp(l. 2, 4) =p2 ifp=24k + 30,k = 0.

(xiv) [p/7]= YeaCo(1, 2, ) =[pd]- 12fp=24k +31. k = 0.
Proof: The y.s-sets found in Theorem 2.2 are also restrained eccentnic dominating sets.
Hence, the theorem follows.

Remark 2.2

1. S1={v0, v1, v2} is a minimum restrained eccentric dominating set of C8e¢1, 2, 40.Hence, ored(C8o1, 2, 40) =
3.

2. S52={v0, v2, v4} is a minimum restrained eccentric dominating set of C9e¢1, 2, 40.Hence, ored(C901, 2, 40) =
3.

CONCLUSION

In this paper, we have found out the exact values of domination number and restrained domination number of
Cpe 1, 2, 40 . Also, we have evaluated the exact values ofccentric domination number and restrained eccentric

domination number of circulant graphs Cpe 12, 4o .
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ABSTRACT

A semi hyper graph Hg = (V, E;, <) is a broadening of a hypergraph and semigraph with more than two
vertices. Like semi graph, the semi hyper graph vertices are catergorized as middle, end and middle end
vertices. Cartesian product is one of the way of combining graphs to get more general form from the

simplest structure. In this article, path and hamiltonian cycle of a semi hyper graph is introduced and the
cardinality of minimum domination (adjacent domination number) is calculated by using cartesian
product. Also few of its properties were studied.

Keywords: Semi graph, Hyper graph, Semi hyper graph, Path semi hyper graph, Hamiltonian semi
hyper graph, Cartesian Product and Domination number.

INTRODUCTION

The father of graph theory was the great Swiss Mathematician LeonhardEuler[12]. In1736 he introduced graph theory
to solve the problem of Konigsberg bridge[11].Graph theory is the study of relationships using vertices connected by
edges. It is a helpful tool to quantify and simplify complex systems[13].Hyper graph was introduced in 1973, by
Berge [2].Hyper graphs are similar to basic graphs in that their edges are sets of any number of vertices rather than
edges that connect with two vertices .This implies that every graph is merely a subset of hyper graphs. In 1998 [1] on
the domination of hyper graphs by their edges and in 2009 [3] domination in intersecting hyper graphs were
discussed. In 2012 [6] the cartesian product of hyper graph and in 2022[10]connectivity of Cartesian product of hyper
graph were studied. Semi graphs are introduced by E.Sampath Kumar [9] in the year 2000, since then, graph theory
has emerged as a fascinating area of study. A semi graph is an extension of a graph in which each edge is a N-tuple
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that satisfies certain constraints and can have two or more vertices. In2019[7]domination in semi graphs has been
discussed and 2020[8] a — domination in cartesian product of path semigraphs has been studied. In 2022[5] regularity
of semi graphs was discussed. In 2024[4] a semi hyper graphHs = (V, E;, <)was introduced, it is an extension of a
hyper graph and semi graph with more than two vertices .When generalizing structure, it is common to search for
one in which each concept has an inherent generalization. A semi hyper graph is a generalization of hyper graph and
semi graph, when drawn in a plane, it resembles a hyper graph with vertex ordering. In this paper, we discuss the
semi hyper graph and a — domination in cartesian product of path and hamiltonian cycle semihypergraphs.

2. Notations

Hs- Semi hyper graph

Ep;- Hyper edge

Hc- Hamiltonian cycle semi hyper graph

H,, —Path Semi hyper graph

O(Hs) — Order of semi hyper graph S(Hs) - Size of semi hyper graph
d(Hs)-Degree of semi hyper graph

K-Minimal a-dominating set

3.Preliminaries
Definition 3.1.[2] Let V={v1,12,..vs} be a finite set of vertices. A hypergraph onV is a family H= (Ei,Ez...En) of subsets of
V such that

() E T {i=123..n)
() UL, E =V
(iii) A simple hypergraph is a hypergraph H={Ei,E»,...En} suchthat Eic Ej = i = j

Definition 3.2. [7]

A semigraph S is a pair (U, E) where U is a non empty set whose elements

are called vertices of S and E is a set of ordered n — tuples n > 2 of distinct vertices called edges of S and satisfying
the following two conditions:

* any two edges have atmost one vertex in common

* any two edges Ei=(u1,u2,..ur) and E2=(v1,02,..vs) are said to be equivalent if and only if

(a) r =sand

(b) Either uk=vk or uk=vnknforl < k < n.

Definition 3.3. [4]
A semihypergraph is a connected hypergraph Hs=(V,En,<) where V=
{vi/i=1,2,...n} be a non empty, vertex order preserving finite set and Ey ={Ey,, Ey,, .. Epp}
such that Ej,; j=1,2,...p is a subset of V, with minimum of three vertices satisfying the following conditions:
(i) Ep, #pandUE, =V,1<j<p
(ii) A minimum of one vertex unites any two hyperedges
(iii) Any pair of hyperedges Ej, =(u1,uz,...un) and Ej =(v1,0s,...un) with ascending indices are equal if and only if
a. n=m and
b. either ui=vior u=vn-imfor1 <i < n.
Like semi graph, semi hyper graph’s vertices are divided into three types namely middle, end and middle-end
vertices, depending upon their positions in a hyper edge. In Figure (1), the vertices are
V=A{u1, u2, us, us, us, us, uz, us, U9, U0, U11, U12, U13...117}
and the hyper edges are
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Ep,= {1, uz, us, us, uz}, Ep,= {u1, un, uss, u1s, wis, use}, Ep,= {us, us, urz, s, w17}, Ep,= {ue, uz, us, us, uro, u1s, 17} and Ep = {uz,
u12, U4, U15}.

Here the vertices u1, us, ue, uis, u17 are end vertices us, us, us, us, u1o, u11, u12, u13, u14are middle vertices and u2, uz, uisare
middle - end vertices.

Definition 3.4.[4]

A vo—vnwalk in a semi hyper graph is a sequence of vertices and hyper edges. If a semi hyper graph is traversed, then
it results in a walk. In a walk, both vertices and hyper edges are repeated. Walk is said to be open if the initial vertex
and terminal vertex are different. If a walk starts and ends at the same vertex, then it is said to be closed walk.

Definition 3.5.[4]
The trail of Hsis an open walk in which end vertex, middle vertex and middle - end vertex are repeated but no hyper
edge is repeated.

Definition 3.6.[4]A path of Hsis a trail in which neither vertices nor hyper edges are repeated.
Definition 3.7.[4]A cycle of Hsis a closed path, neither hyper edges nor vertices are repeated.
Example 1.

uiernze1nsesuizesuzersertis- Open walk of Hs uieiuzeinsesunesuzeii- Closed walk of Hs uieauiieauseauisesuizesuzesuiz- Trail
of Hs uieiuzesurzesurzezun- Path of Hs uieruzesurzesuzeauniezu1-Cycle of Hs

4. Proposed Results
Definition 4.1.A semi hyper graph is k —uniform (k > 3) if every hyper edge contains exactly k vertices.
Example 2.Figure(2) is an example of 5—uniform semi hyper graph.

Definition.4.2. A hamiltonian cycle in an ordinary semi hyper graph is a cyclic ordering of its vertices, such that all
consecutive pairs forms a hyper edge. Let Hsbe k (k >3) — uniform semi hyper graph. A cyclic ordering (v1, v2, ...vn) of
the vertex set is called a Hamiltonian cycle if and only if for every 1 < i < n, there exists a hyper edge
Ehj of Hssuch that (v, v2, ...0ik1) = Ehj

Definition 4.3.
Let Hg,= (U,Ey,) and Hg,= (V, E},,) be two semihypergraphs. The cartesian product of Hg, and Hs, are denoted by
Hg xHg,and is defined as Hg, xHg,=(UxV, E, xE},) such that UxV={(u;vj) / ui€ U,v;€ V} and {i=1,2,...m},{j=1,2,3,4,...n}

(i) For any vertex u € U, any hyper edge Ei=(v1,02,...0s) in Ey,, and ((u,01),(4,v2),...(4,0s)) is an element of Ej xEj, and
also
(ii) For any vertex v € V, any hyper edge Ei=(u1,us,...un) in Ey , and ((u1,0),(u2,0)...(un,v)) is an element of Ej, xEj,,.

Example 3.
The Cartesian product of Figure(5) and Figure(6) shown in Figure(7). From this we conclude that the cartesian
product of two semi hyper graph is again a semi hyper graph.

Definition 4.4.The degree of semi hyper graph Hsis the number of hyper edges incident with a vertex v € V and is
denoted as d(Hs).

Example 4. In Figure(1) d(us)=1, d(u7)=2 and d(u14)=3.
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Definition 4.5. The path semi hyper graph H =(V,E#,<) is a semi hyper graph with the

following properties:

* There exists no middle end vertices

* Every hyperpath in a HY has exactly two end vertices with degree one and remaining end vertices of degree two.
The following Figure(3) is an example of path semi hyper graph which has two end vertices u1,us with degree one,
where as the end vertex usis of degree 2 and also no middle end vertices.

Definition 3.6.Let Hs= (V,Ei<) be a semihypergraph. Vertices u,v € V are said to be connected in Hsif there is a (1,v)
walk in Hs.

Definition3.7. Let Hs=(V,Ei,<) be a semi hyper graph. The semi hyper graph Hsis said to be
(i) Dx—regular if each vertex is incident with k hyper edges

(ii) EDi—regular if there is k (k>3) vertices passing through every hyper edges

(iii) AD«—regular if every vertex has k adjacent vertices

(iv) CADx—regular if every vertex has k consecutive adjacent vertices

Example 5. Figure(4) is D2, ED3, ADsregular semi hyper graph
Note: A semi hyper graph which is D regular need not to be ED, AD, CAD - regular. Similarly
ED,AD,CAD regular semi hyper graph need not satisfy other regularity conditions.

Definition.4.8.The order of a semi hyper graph O(Hs) is the number of its vertices in V and size of semi hyper graph
S(Hs) is the number of hyper edges in Ej,,

Definition.4.9.Let Hs= (V,Ei <) be a semi hyper graph. A subset K of V is said to be a — dominating set if every v € V-K
there exists a vertex u € K such that u and v are adjacent vertices of a hyper edge. The minimum cardinality of K is
called a - domination number of the semi hyper graph Hs. It is denoted as y,, (Hs)

Example.6.In Figure(1) vertex set of semi hyper graph is V(Hs) = {u1,u2,u3,...u17} and the dominating set K= {4,114} then
V=K={u1,u2,us, us, ue,17,us,19,u10,u11,U12,1U13, 115,116, 1117}. Here every vertex in V-K is adjacent to vertices in K.

Definition.4.10.Let Hs=(V,En,<) be a semi hyper graph. A subset K of V is said to be ca — dominating set if every v
€V-K there exists a vertex u€K such that u and v are consecutive adjacent vertices of a hyper edge. The minimum
cardinality of K is called ca- domination number of the semi hyper graph Hs. It is denoted as

Yea (Hs)~

Example.7.In Figure (1) vertex set of semi hyper graph is V(Hs) = {uiuzus,...u17} and the dominating set K=
{1, us,uz,u9,u13,u14, 115} then V—K={uz,us,us,ueusuio,u11,u12,u1e,u17}. Here every vertex in V-K is consecutive adjacent to
vertices in K.

Definition.4.11.Let Hs=(V,Ei<) be a semi hyper graph. A subset K of V is said to be ¢ — dominating set if for an end
vertex v€ V-K there exists a vertex u€ K such that u and v are end vertices of a hyper edge. The minimum cardinality
of such a set K is called e — domination number of the semihypergraph Hs. It is denoted as y.(Hs).

Example.8. In Figure(1) vertex set of semi hyper graph is V(Hs)={u1,u2us,...u17}, if the dominating set K= {u1,uz,u17},
then the end vertex set is V—K= {us, ue,u7,u15,u16}. Here, every vertex in V-K is an end vertex of K.

5. a —Domination of Cartesian Product of HY and Hc
Consider the simple path semi hyper graph and hamiltonian cycle semi hyper graph
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The cartesian product of the above two semi hyper graphs as follows

In Figure (5), uiand us are end vertices and u2is middle vertex, in Figure (6) all vertices are middle end vertices. The
cartesian product of the above two semi hyper graphs is given in Figure (7) with vertex set

V = {(m1, v1), (1, v2), (w1, v3), (w1, v4), (U1, v5), (U1, ve), (U2, V1), (U2,02),( u2,v3),( U2,04),( u2,vs),( U2,06)

(us, v1), (us, v2), (us, vs), (us, vs), (us, vs), (U3, ve)}

The hyper edge set of Figure(7) as follows

Em= {(u1, v1), (u1, v2), (u1, v3)}, En= {(u1, vs), (u1, vs), (1, vs)},

Ews ={(u1,05),(u1,06),(u1,01)}, Ens={(u1,01),(u1,02),(u1,06)},

Ews ={(u1,02),(u1,vs),(u1,04)}, Ene={(u1,v4),(u1,vs),(u1,vs)},

Enwr ={(u2,01),(u2,02),(u2,03)}, Ens={(12,03),(u2,04),(u2,05)},

Eno={(12,05), (u2,06),(12,01)}, Emo={(u2,01),(u2,02),(1i2,06)},

Emi={(u2,v2),(u2,03),(u2,04)}, Em2={(u2,04),(u2,05),(u2,06)},

Ems={(us,v1),(us,02),(u3,03)}, Ema={(us,v3),(us,v4),(us,vs)},

Ems={(us,05),(us,06),(u3,01)}, Eme={(us,01),(u3,02),(1u3,06)},

Em7={(us,02),(u3,03),(u3,04)}, Ems={(us,v4),(us,05),(us,v3)},

Emo={(u1,01),(u2,01),(u3,01)}, Eno={(11,02),(12,02),(u3,02)},

Emn= {(u1, v3), (u2, v3), (us, v3)}, Enz2= {(u1, va), (U2, v4), (U3, v4)},

Ews={(u1, vs), (u2, v5), (us, v5)}, Enca= {(u1, vs), (U2, vs), (U3, V6)}.

Here the vertex set {(u1, v1), (42, v1), (13, v1)} dominates all the vertices except Emarow. By considering any one vertex
from the hyper edge Ens, that dominates remaining vertices. Therefore the total dominating vertex set of HfxHc is
{(u1, 1), (12, v1), (us, v1), (us, va)}.

Hence . ( HE(1)xHc)is 4.

—_— = = =

Lemma 5.1

For any semi hyper graph Hs
(1) ya(Hs) < yea(Hs)

(i) yo(Hs) < y(Hs)

(iii) ya(Hc)=2

Proof.(i)Let vi€V be any vertex in Hs. The number of consecutive adjacent vertices of vi will be less than the adjacent

vertices of vi, hence the domination number of consecutive adjacent vertices is greater than the domination number of

adjacent vertex. Hence (i) is proved.

(ii) Let v€V be an end vertex. The adjacent domination number of v is less than an end vertex domination number.
Hence (ii) is proved.

(iii) Since Hamiltonian cycle semi hyper graph is only four edges, so the adjacent domination of Hcis 2. Hence (iii) is
proved.

Example .9. Domination number of adjacent and consecutive adjacent vertices of Figure(1) is 2 and 6 respectively.
Adjacent and end vertex domination number of Figure(1) is 2 and 3 respectively

Ep+1

N . .
Theorem 5.1.The a —domination number of path semi hyper graph is - and when the hyper edges are even

and odd respectively

Proof: Consider the path semi hyper graph Hf (n) with Ex=2m, where m =1,2,3,... hyper edges, say Ej,, Ej, ... Ey emyand
2m+1 end vertices say ui,uz,...uzn1 such that u;, uin are the end vertices of the hyper edge Ej . Let vi€E),, be a middle
vertex. The vertex in vi€ Ej,; has a — domination only in Ej,; and not other adjacent hyper edges. Let Vi, Viu, Vie, be a
middle vertex set of Ehj, {j =1,2,3,..2m}. The vertices in Vi Vis1,Vix,...belongs to neighbourhood of ui, i = 2r —1,

r=1,2,...m. Hence the vertices {u2,u4,us,...u2n} are a minimal a —dominating set. Therefore minimal a —dominating set is
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m = Ez—h, when the hyper edges are even. If E, =2m—1, m = 1,2, ... then H{ (n) have 2m — 1 hyperedges say Ej,

Ey,, - Epg,,_,, and 2m end vertices u1,uz,...u2n such that u;, ui are the end vertices. By similar argument as above the
Ep+1

= when the

2

vertices {uz, u4,...u2m} are minimal a — dominating set . Therefore, minimal a — dominating set is m

hyper edges are odd. Hence the theorem is proved.

Theorem 5.2
Ya(HS () X Hy) is

5(”7_1j+4 if n=2k+1, k=0,1,23...

5[”7‘2}6 if n=2k+2 k=0,123,..

Proof:

Let Hf (n) be the simple path semihypergraph containing exactly one middle vertex with n hyperpath and H, be
the simple linear hamiltonian cycle semihypergraph containing three consecutive hyperedges with each hyperedge
have atleast one middle vertex. In general, the result follows with two cases.

Case 1
When the hyper path has odd number of vertices, n = 2k + 1,k =0,1,2, ...
Ther minimal a — dominating vertex set K is

4k+3

Uia (ul ’Vl)
u:(=0 (u3+4| ’V4)
|[K|=4K+3+K+1
=5K+4
-S(5) 4
Hence

Yo (HY (n) x H) 25(712;1) + 4, when n is odd

|[K| =4K+5+K+1

Case 2

When the hyperpath is even, n=2k+2, k=0,1,2,3...

The minimal a — dominating vertex set K is
Uike® (U, V)

K
Uyzg Uz, Vy)

| K| = 4k+5+k+1
= 5k+6

n-2
- ek A
_ 2

Hence v, (Hf (n) x Hy)

n—2
=5(5) + 6
Hence
Yo (HY (n) x Hy) 25(112;2) + 6, when n is even
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Note:

Lya(Hf (1) x H) = 4
2.Y,(HE (2) X H,) = 6
3.Ya(HE (3) X H) =9
Ya(HE (4) X H) = 11

Theorem 5.3.

Let Hsbe a semihypergraph of r vertices out of which k are end vertices, |

are middle vertices and m are middle — end vertices with r=k+/+m then y, (Hf (n) X Hy) < %
Proof. This proof follows from above lemma(3.1) and theorem(3.2)

CONCLUSION

Domination has been the nucleus research activity in graph, semigraph and semihypergraph. In this article, we
computed certain interesting variations of a — domination number of semi hypergraphs like path and Hamiltonian
by using Cartesian product. Also, its few properties are discussed. In future, the authors has planned to discuss
consecutive adjacent, end adjacent, one end adjacent and bipartite domination number of semihypergraphs.
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ABSTRACT

As a part of this research study, we develop a Stancu-type structure of generalized Lupas operators. Our
work also includes the proof of some direct theorems and Voronovskaja-type theorems for the first and

second order derivatives.
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INTRODUCTION

Approximation theory is very important branch of mathematics. It is about study of simpler functions that can
closely represent the other complicated functions. It is classified into two groups: study of approximation on
theoretical base and study of approximation on constructive base. In 1912, computational mathematician S. N.
Bernstein was the first person to create a sequence of positive linear operators that can be used to prove that the
polynomials are uniformly dense in the collection of continuous function on compact interval of real numbers system
with respect to the sup-norm. He used a probabilistic method and binomial distribution to construct these operators
and provided a clear proof. A. Lupas presented the following operators in Germany [1]

Eu) = -y Y Sy (B) <1520, (1)

|
=P

Agratini [2] studied this operator and found that for this operator to satisfy&, (e;;s) = e;(s)(where e;(s) = s',i =

=)

0,1,2)best possible value fora = % For the same, Agratini defined the following operator that is derived from (1.1)
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£, (,s) =277 Z: Ey(2),neNszo0. 12)

2Pp!

Different generalizations have been examined by many researches(see [2],[3],[4],[5],[6]). Very recently in [7], the
authors constructed the following generalised Lupas operator

. = )
INUDEICETOLLDY Y (2); vol < Lyo # 0,5 2 0, (1.3)
P

for Y:R* - R, n € Nand r(s) is a function defined as

(1 )’0)5
r(s) = "
It is to be observed that by putting ¥, = 1/2in this operator, we get the Lupasoperator mentioned in (1.2). In this
paper we develop Stancu-type generalized structure of the operators defined in (1.3) and we establish some
important approximation result for presented Stancu-type operators. Stancu-type generalized structure of numerous
operators have been developed and examined in [8], [9].

Construction of operators
As per the work mentioned above, we introduce Stancu variant of operators (1.2) as given below.

Definition 1. Let 0 <m < m,,|yol < 1,79 # 0 andn € N. For u:[0,) -» R, we define generalized Lupas-Stancu
operators as

*,101,TT “ (nr (s)) +
Sua " @his) = (1 =) E e ypy (B2, 1)
p=0 P

n+my
where r(S) and (nr(s)), is defined as:
o 7(s)= A-ro)s }’0)5 and
. (nr(s))p = (nr(s))(nr(s) + D(nr(s)+2)...(nr(s)+p—1),p =1 and (nr(s)), = 1.
The operators (2.1) are linear and positive. For m; = m, = 0, the operators (2.1) turn out to be generalized Lupas
operators defined in [7]. Now, we will establish the behaviour of the operators in (2.1) at the test functions.

Lemma 2.1. For the operators defined as (2.1) and test functionse; (p) = p', fori = 0,1,2, we have

1L &M (1) =1,

2 Em ey, s) =L

*”1 nz(e )_ Yo— 1)n'1+2(y0 Dmyns+ns (—1+(yo— 1)ns)
na (o= (n+m2)?

Proof. Lemma 2.1(1) is obvious.
For the test function e; (p) = p, we have

(), , (ptm
11,10 — r p.p
Eun (e, s) = (1= 7)) E o ()

p=0

oo

1 (nr(s)) m +ns
1— nr(s) N NP D —
n+m, =70 Z p! PYo +m T, +n

p=0

1
Tn+m, [ronr ()1 =y O (A = 7o) O | =

For the test function e, (p) = p?, we have

gn e (62, S)

(nr(s) +mp)?
— gt ) e (2

p=0
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1 “ ()
= i) [(1 )" ® Z T Lyy (0% + 2pmy + mh)
p=

1
= m 1 =y)m® Zwyﬁpz +2my (1 =)™ © z e ))” Vop +m?

p=0
1 )/0(1 _ yo)nr (S)(TLT(S)) Z (nT(S) + 1)p 1 Vi —1p

- (n + m)? - 1!

1 +1),_ B
NETSHREES -m)"’@(nr(snzwﬁf,)_—lff”vf L
p=1

oo

1 +1),_
STy Yo(1 = yo)™ © (nr(s)) z (mﬁg;)_il))!plyg_l (p-D+1)
=
P .

1
+ T2 (2yomy (r () (1 — yo)™" O (1 — yp) "+ 4 it m)?

(o — Dr? + 2(yp — Dmyns + ns(—=1 + (yo — l)ns)
B (o — D(n + mz)?

Next, we compute expected value, variance and skewness for the operators defined in (2.1) in the following.
Lemma 2.2 For the operators defined in (2.1) and k{ (t) = (t — s), we have the following moment estimates,

S 63 (6,9) = 1,
2 GG (O,5) = I

Ty +n
2
nl Ty _ mT1+4ns _ ns
3. (e3(0),5) = (n+nz) (o= (n+m2)?"

Proof.

With easy calculation 1 is obtained and by linearity of operators, 2 and 3 can also be obtained.

From Lemma 2.1, it is observed that for m; = m, = 0, we get the values of the operators at test function and mean,
variance and skewnessas mentioned in [7].

Korovkin-type theorem

We demonstrate the standard Korovkin-typetheorems([10],[11]) in this section for the operators defined in (2.1). The
Korovkin-type theorem is a result that says if &(e;,s) — e;(s)fore;(s) = s!, for i =0,1,2, then it also converges
uniformly on a certain function space. We define the spaceC([0,))as collection of all continuous real valued
functions defined on the set [0, ) and it is a complete normed linear space under the norm

Il = sup |p(w)l.
wE€[0,)

Theorem 3.1For any mapy € C([0,)),the operators &, 71"
interval[0,0](8 > 0) asn — oo,

Proof. We have by Lemma 2.1,

llmfn T2 (g0:1) =1,

llmfn },1 "2(e;5) = s,

lim&, re 2(eg;5) = s°.

(¥;s) approximate uniformly to ¥ on the
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Thus, the sequence of positive linear operatorfm,1 "2(;s) converges to i fory € {1,s,s%}on the compact interval

[0,6],8 > 0. So, according to the Korovkin-type theorem, the result is true for every map which is continuous on
[0, 6].

Convergence in weighted space
This section is about established convergence results for the operators defined in (2.1) in space of functions under
certain weight. This work is inspired from [12].
Let o(s) = 1+ s*,k = 2 be a weight function. Let A« ([0,°))be the space with weight o(s) defined by A«[0,e) =
{¥:[0,0) > R: [Pp(s)| = Ky (1 + s%),s = 0},
where k is a constant which depends only ony. We use the notation for the sub collection of all continuous functions
of Agc([0,52)) by Ay ([0,5))and we definedy o« ([0, %) )by Ag o¢ [0, %) = {3 € Ayi[0,%0): lim L5 < oo},
g ” ” S§—00

The norm on the space 4 . ([0,)) is defined by

[¥(s )I
Illse =

Jk > 2.
sEOoo)l

Lemma 4.1 Let g‘nnl "2 (1); 5) be operators defined by (2.1). Then the following holds,
NEnye ™ @ )l < A,
where A is a constant greater than 0.
Proof. Using Lemma 2.1 and linearity of an operator, we obtain
fnn-l TTZ(O_ S) - {nﬂl T[Z(l + Sk; S)
= &2 (1;8) + &yt " (5% 8) = 1+ skasn - o,
k
Then, [|6;77% (05 5) I+ = sup (=+=

So there exist A > Osuch that ||E;’;01 "2(g;5)||« < AFrom the above lemma, it is observed that the operator

Enyi ™ (1; s)act from the space A o ([0,))to the space A« ([0, =)).

}<°°aSTl—>°°

Theorem 4.1 Let fn T2, 5) be the operator defined as (2.1) and a(s) = 1+ s* be weight function. Then, for
mapy € Ay ¢« ([0,°)), one has
im (187072 (4, $) = ()¢ = 0.

Proof. As per the Korovkin theorem(see [13]), it is enough to prove
lim [|6:727 (93 5) = [l = 0,j = 0,1,2.

By Lemma 2.1(1), It is easy to see that
hm ”fn e (Eo; S) — € (s)”sk =0.

By Lemma 2.1(2), we get
mytsn
my+n

T3 s% - 0asn — oo,

lim 1,75, (e13 8) — e ()l gk = sup
=0
By Lemma 2.1(3), we get

(Yo—Dn}+2(yo—D)m ns+ns (—1+(yo—1)ns) _ SZ
(o= (n+m,)?

; STUT20, Q) — —
lim |18, (e2; ) = €2 ()l == sup T4k
T 2myns _ ns n?s? 2
(n+mp)? " (n4mp)?  (yo—D)(n+my)? | (n+my)? |
=sup || A
$>0 1+s
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n} 2mqns ns

2.2
< n-s
T (m+m)2(1+s%) T (m4m)2(1+s%) T (ro—1)(n+mz)2(1+sk) + (n+m3)2(1+sk) +

s2

——— — 0asn — oo,
(1+s%)

Hence, we obtamllm ||§m,1 "2(ey55) — e3(5)|| gk = 0.

This completes the proof.

Rate of convergence

We compute the convergence rate with the help of moduli of continuity.Lety be a continuous function
defined on [B;,B;]land { > 0. The First ordermoduli of continuity of f is given byw(y,{) =
sup{lp(a1) —(az)|:lar — azl < { aq, @z € [B1, B2}

It is known thatip € C([B;, B-])iffwy, ({) — 0as{ — 0. (5.1)

Theorem 5.1 Letyp € C([0,p])(p > 0),{ > 0 and fn”l”z(w; s) be the operators given in (2.1). Then we
have

Enrn T (1/), S) — 1/)(5)| < (1 + ﬁz (M)Z _ (yofl)n> wy (1/), 11_1) (52)

' n
If ¢ is continuously differentiable on [0,p], then
1

6707 @39) =9 < () e (14 5 ) w (807) - 69

(M)z __r

where d,, , = ~ o

Proof. By using inequality (5.1), Lemma 2.2 and with the help of Cauchy -Schwarz inequality, it is easy
to obtain the following inequality|&, 51" (1; 5) — ¥(s)| < (Ennl "2(1;5) + - Ennl T2 (|t —s|; s)) wi(, ) =

(1426 = s1:9)) wah ) < 1+HET™ (¢ = 57 5w (3, 0).

Here, s € [0, p]and by choosing { = Z’ we get the inequality (5.2).

Suppose ¥ is differentiable and ¥’ is continuous on [0, p],then by the Rolle's Theorem we can write
Y0o) = ¥0) = Qo — x)¥ (o) + o — x1) (w'(t) - 1/)’0(0))} t € (xo, x1)-

We use the following inequality
ELTE(;s) — p(s)]

< L&t —slis) +5 f::’;;"”(u —s|% w0
< (G (= 9% (L £ G (= 9% 50 w0,

Noting that s € [0, p], with the help of Lemma 2.2 and by taking { = rl—lwe get the required result.

Asymptotic behaviour

We are in the stage to obtain Voronovskaja-type theorems for the operator defined in (2.1).

Theorem 6.1 Let fnm "2(1); 5) be the operators in (2.1) and ¥ € €([0,6)),6 > 0 and s € [0,8) be a point where ¥’ is
continuously differentiable. Further assume that 1(t) = 0(t?) as t - <. Then the following holds

limy . (£157 @ 8) = (5)) = AP (5) + B (5),
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Ty —M2S

where, A(s) = and B(s) = oy )2 ((my +ns)? —ns).

Proof. By using Taylor’s expansion

Pm) = Y(s) + P ($)m — ) + 2 (m — )2 + r(m, 5)(m — 5)? (6.1)
where, lim r(m, s)=0.

HTT1,TT2

Operating g‘n
o (W3 ) = Y(s)

on both side of equation (6.1), we obtain

v )s‘;’“"z((m —-5)2%,s)

= (), (= 5),5) +
+&, 3 2 (r(m, s)(m — 5)2,5).
The limit, as n — o gives,
Jlim &7 @ 5) = ()]

=y (s)hmf*”l”z((m—s);s)+ v ( )

lim fn’” T2((m —8)%;s) + lim nfnm T2(r(m,s)(m — 5)%; 5)
Using Cauchy-Schwartz inequality, we obtam,

EnyiT2(r(m, s)(m — $)2,5) < (&, "2 (r*(m, 5), S))Z(é”n”1 (m - )Y S))%-
We also notice that

limr(m,s) = 0 and lim nf*nlnz((m —s)%s)=0.

From above observation and by using Lemma 2.2 we can obtain the required result.
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ABSTRACT

This article examines how Ishiguro's novel from 2015, which explores widespread forgetting in post-Arthurian

Britain, contributes to discussions about the essence of humanity within societal contexts. It explores four key areas,
all centered around the intricate relationship between remembering and forgetting: notions of memory in the context
of national identity, portrayals of the British landscape, the cognitive process of recognition, and the emotional
dimensions of memory. Drawing from both psychological research on memory and in-depth analysis of the text
itself, this interdisciplinary approach enables a nuanced examination of the narrator's role and the impact of
Ishiguro's narrative on the reader. Continuously referencing Ishiguro's previous works, the article evaluates how he
continues to explore themes of memory and nationality, while also highlighting the fresh perspectives offered by the
fusion of ancient settings with contemporary readership. As one of the initial comprehensive analyses of "The Buried
Giant," this article firmly places the novel within the realms of literary, cultural, and memory studies.

Keywords: Britian, Landscape, Memory, Nationality, Cognitive.

INTRODUCTION

Kazuo Ishiguro is a prominent British author acclaimed for his poignant exploration of memory, identity, and the
human condition. Born in Nagasaki, Japan, in 1954, Ishiguro moved to England at a young age. He studied creative
writing at the University of East Anglia, where he honed his craft. Ishiguro's literary career took off with novels like
"The Remains of the Day," which won the Man Booker Prize in 1989 and was adapted into a successful film. His
writing style is characterized by subtle prose, complex characters, and themes that delve into the intricacies of human
relationships. Ishiguro's work has earned him numerous awards and accolades, including the Nobel Prize in
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Literature in 2017, recognizing his profound impact on contemporary literature. TBG emerges as a result of blending
elements, marking Ishiguro's inaugural exploration into the interplay between society and the individual, valuing
both equally. In a 2009 interview, Ishiguro expressed his intent to craft a narrative delving into collective and
personal memory, pondering the necessity of forgetting or confronting history for nations, communities, and
individuals. This sentiment reverberates through TBG, where the unearthing of buried memories metaphorically
exposes Britain to impending devastation, fracturing communities as familiar bonds erode amid conflict. Ishiguro's
Nobel acceptance speech in 2017 further amplifies these themes, reflecting on his haunting visit to Auschwitz-
Birkenau in 1999 and raising poignant questions about selective remembrance and the merits of moving forward.
Despite being situated in ancient Britain, TBG serves as a poignant lens through which to scrutinize contemporary
political landscapes and recent historical traumas."The Buried Giant" follows Axl and Beatrice, an elderly British
couple, as they traverse a post-Roman, post-Arthurian world in search of their son, who mysteriously no longer
resides with them. As they journey, they encounter various characters including Edwin, a young Saxon boy, Wistan,
a Saxon warrior, and an older version of Sir Gawain. Throughout the novel, the reader gradually uncovers the past: a
history of brutal conflict between Britons and Saxons, ended by Merlin's magic causing collective forgetfulness
through the breath of a she-dragon. The central theme revolves around the potential consequences of restoring
collective memory to the nation. Although not universally praised by critics, Ishiguro's work is recognized for its
relevance to contemporary issues, particularly the importance of remembering for reconciliation. Critics draw
parallels between the novel's themes and challenges faced in post-war Europe or present-day conflict zones. Ishiguro
anticipated the complexities of merging personal and national memories, a theme addressed in the novel. First and
foremost, for a society or nation to grasp its own identity, it necessitates an understanding of a shared history —
nations require collective memories to uphold their identities akin to individuals. To examine how Ishiguro
addresses this significant theme, I break down the discussion into four parts. Initially, I delve into the concepts of
remembering and forgetting in conjunction with theories of nationhood. Subsequently, I explore the significance of
the British backdrop and draw comparisons between TBG and Ishiguro’s 1987 novel, The Remains of the Day.
Transitioning from there, I analyze how Ishiguro engages the reader through his portrayal of a remembered Britain,
and I investigate the cognitive process of recognition within the narrative, both as prompted within the reader and
depicted by the characters.

Psychological Trauma and its impact

Psychological trauma is a major theme that permeates the plot. The novel investigates the effects of trauma on people
and communities, particularly in the years following armed conflict. Individual Trauma and Recollection
The narrative takes place in a post-Arthurian Britain where people struggle with their pasts while memories of the
past are being erased by a mist. Axl and Beatrice, the main characters, have a type of collective amnesia that alludes
to their psychological trauma. They battle with unresolved personal issues and old grudges, which are essential to
their path. A profound psychological trauma is reflected in their efforts to regain their memories. The mist that
clouds their recollections represents their unwillingness to face old wounds and unresolved problems. They are
compelled to confront the emotional wounds from their previous existence, such as remorse and guilt, as they
progressively come to remember their history. The novel explores communal trauma in the perspective of a larger
society. One way to interpret the memory fog in the book is as a coping technique for the pain of war and violence on
a collective level. The mist that clouds memory also represents the efforts made by cultures to bury their dark past.
The characters' relationships are deeply scarred by the ancient struggle between the Britons and the Saxons.
Unresolved animosity and hatred are the price paid for the tenuous peace that is kept alive by society's amnesia
regarding past battles. Pain and Forgiveness In the book, trauma and forgiveness are closely related topics. The
protagonists' quest for atonement and reconciliation with their past is reflected in their travel through a place where
memories are foggy. The characters have to face their previous transgressions and the anguish they either caused or
experienced. Not only is the journey about finding forgotten memories, but it's also about accepting past wrongs and
asking for forgiveness. Relationships are also impacted by trauma. Characters' unresolved pasts and the mist that
clouds their memories contribute to their emotional estrangement and misunderstandings. Interpersonal Dynamics:
Their collective trauma and the difficulty coming to terms with their past deeds and experiences have influenced Axl
and Beatrice's relationship as well as their interactions with other character. It explores issues of individual and
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communal pain, the difficulty of forgiving others, and the effects of unresolved pasts on interpersonal relationships
and societal peace through the effective use of psychological trauma and memory loss. The book is a moving
reflection on how people and civilizations deal with the fallout from war and the difficult process of mending.

The fear of remembering

The notion of remembrance stands as one of the three pillars in Ishiguro's exploration of memory. It embodies the
process through which his characters reconcile with their past, affirming the existence of what has been lost. In earlier
novels leading up to The Buried Giant, this examination of memory was characterized asethically significant and
deeply profound, challenging established understandings of memory, grief, and oblivion. However, The Buried
Giant diverges in its focus, still challenging conventional notions of ethics and forgetfulness but placing a distinct
emphasis on the act of remembering. Unlike in Never Let Me Go, where themes of testimony and affirmation are
prominent, here, the narrative shifts focus. In Never Let Me Go, the storytelling of former Hailsham students serves
as a testament to their existence and helps them cope with the loss of their school. Conversely, in The Buried Giant,
with Merlin's memory erasure leaving only Gawain as the sole witness to the Saxon genocide, testimonies are scarce
until the lifting of the mist. The pervasive mist not only obscures distant events but also hampers short-term
memory, rendering recollections unreliable. It is only through the collective endeavors of Axl, Beatrice, Wistan, and
Edwin, each pursuing their own quests, that Querig is defeated and the mist dissipates, allowing the collective
memory of past atrocities to resurface among the Saxons. Reflecting on her research, Anne Whitehead acknowledges
that while her focus is on memory in her book, she is equally concerned with the notion of forgetting. Forgetting
shapes and defines the very contours of what is recalled and preserved; what is transmitted as remembrance from
one generation to the next; and what is thereby handed down to us [...] to cherish or discard, but above all to reflect
critically upon. Whitehead recognizes the profound significance of remembering in the context of 'twentieth-century
crimes against humanity,’ yet contends that the notion of forgetting, when viewed in its intricate entirety, merits
serious consideration. According to him, forgetting lacks the due acknowledgment as a crucial facet of memory, and
a certain degree of forgetting is indispensable for both 'personal and civic health. In Whitehead's perspective,
achieving a balance between remembering and forgetting is imperative for communities to effectively navigate the
aftermath of social and historical catastrophes. The essential role of forgetting extends to its impact on how and what
we remember, emphasizing its political, social, and psychological relevance to relationships and national identity, as
evident in The Buried Giant. Whitehead's understanding of forgetting encompasses a spectrum, ranging from what
Ricoeur terms the 'reserve of forgetting,' a peaceful form of memory that retains traces beneath consciousness, to a
purposeful erasure of crimes, exemplified by the enforced forgetting depicted in the novel.

Between these extremes lies a form of forgetting described by W. G. Sebald in an interview as a community's silence,
indicating the presence of something buried. Sebald illustrates this with the case of Paul Bereyter, his former school
teacher, who, despite being one-quarter Jewish and persecuted in Sebald's German hometown, returned after the
war, living as if nothing had occurred. The surrounding community maintained a 'conspiracy of silence' about
Bereyter's persecution, reflecting a phenomenon Sebald suggests is more widespread in Germany than commonly
acknowledged. The thematic motif of the abyss becomes apparent as we delve into the concealed memories depicted
in The Buried Giant. Past secrets are metaphorically buried beneath the surface: the bones underfoot in the
mausoleum, traversed by Axl, Beatrice, Edwin, and Gawain, serve as a tangible representation of this phenomenon.
These bones act as a catalyst, stirring Gawain's suppressed memories of the lives he has taken. In response to
Beatrice, he wearily acknowledges this realization in his voice: “‘What do you suggest, mistress? That I committed this
slaughter?” ‘Can just one knight of Arthur have killed so many?” As Gawain peers into the depths of his own
history, he grapples with the morally ambiguous deeds he carried out under Arthur's commands. The notion of the
abyss is intricately linked to the intricacies of the past and the complexities of forgetting. It symbolizes an
unfathomable void where characters must confront distant memories and their deepest apprehensions. Peter
Bornedal elucidates the abyss in Nietzschean philosophy as a concept associated with a sense of nothingness,' devoid
of language and withdrawing into itself. There are parallels drawn between the abyss and Nietzsche's suggestion of
forgetting. Drawing from Nietzsche's essay 'On the Uses and Disadvantages of History for Life' and Marc Augé's
work 'Oblivion," Whitehead underscores the ethical contradiction inherent in the act of forgetting. While there exists a
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'duty to forget,' even for survivors of atrocities, this obligation cannot supersede the moral responsibility of
remembering. It is acknowledged that for life to progress, some degree of forgetting is necessary, yet the challenge
lies in doing so without entirely erasing traces of the past. While this notion is pertinent for survivors, it takes on a
different ethical dimension when applied to perpetrators of crimes and atrocities. The metaphor of the abyss as
memory, alongside oblivion as an alternative manifestation of forgetting, aptly encapsulates the profound
explorations into one's concealed past and the potential encounters with past selves.

The Buried Giant serves as both a critique and a reinterpretation of the role of memory in Ishiguro's body of work.
His exploration of ethical forms of forgetting, often characterized by moments of emotional release for his character
towards the conclusion of his novels, has transitioned towards a critical examination of the ethics of remembering.
This shift in focus underscores the intricacies of forgetting in relation to past events, as well as the potential pitfalls of
complete transparency in any relationship. Even in well-established relationships, the burden of full disclosure can
strain, as illustrated by Axl and Beatrice in the closing chapter. Axl's recollection of his past decision to prevent
Beatrice from visiting their son's grave serves as a poignant example of the toll that memory can exact on
interpersonal dynamics. The island of forgetting and the boatman evoke symbols reminiscent of Greek mythology,
commonly present in Western depictions of death, akin to Lethe, the river associated with forgetfulness. Lethe's
name itself is derived from Greek, signifying oblivion or forgetfulness. The legendary character Charon acts as a
ferryman, guiding recently deceased souls across the rivers Styx and Acheron to the realm of the underworld. In one
of his reflections, Gawain suggests that once his duty to protect Querig is fulfilled, he will 'welcome the boatman
with satisfaction' and be transported to the island, where he can finally relieve himself of the weight of his memories.

Forgiveness and Forgetfulness: Exploring the Human Condition

The Buried Giant emphasizes the importance of collective forgetting and remembering, while still maintaining
connections to previous novels. Like its predecessors, it prompts readers to evaluate how conformist individual
narrators deceive themselves within the broader context of national histories that may be distorted, propagandized,
or manipulated for nefarious purposes. The recurring motif in this novel of portraying amnesia as a tangible
condition echoes themes explored in The Unconsoled. Ishiguro compares Ryder to a figure holding a torch,
illuminating specific parts of the table as he progresses. However, what he leaves behind him is quickly enveloped in
darkness, remembered only fleetingly despite being recently seen .The portrayal of the titular Buried Giant triggers
various contemplations on the dynamics of memory and forgetfulness. According to Ishiguro's interpretation in an
interview, the giant symbolizes the unresolved past conflicts and culpability that have been deliberately suppressed,
either through coercion or collective agreement, often in order to prevent further strife. Historical forgetfulness
appears to be the primary mechanism by which the existing societal order can be maintained, reaping the advantages
of stability in both social and political realms. At the outset of the novel, Wistan ponders: another brother who only
yesterday slaughtered his children?” "What extraordinary ability did your magnificent monarch employ to mend the
wounds of battle in these regions, to the extent that a visitor can perceive hardly any trace or illusion remaining of
them in the present day?" “whilemaggots linger so richly”.

Wistan claims that uncovering the hidden giant is crucial to exposing the horrific deeds and deceit committed by
those in positions of power in order to preserve an appearance of calm. In a flashback, Axl approaches Gawain after
the battle and denounces King Arthur and his knights for their heinous and senseless murders of the
defenseless."News of their women, children, and elderly, left unprotected after our solemn agreement not to harm
them, now all slaughtered by our hands, even the smallest babes," warns Axl, warning them of the enmity such
actions generate among foes. If this were lately done to us, would our hatred exhaust itself? Would we not also fight
to the last as they do...?”. Gawain rationalizes the killing of the "civilian" population by arguing that it's necessary to
eradicate the generation capable of recollecting the conflict and the loss of their fathers in warfare:'Those small Saxon
boys you lament would soon have become warriors burning to avenge their fathersfallen today. The small girls soon
bearing more in their wombs, and this circle of slaughter would never bebroken... We may once and for all sever this
evil circle” The burying of the past depends on the brutal eradication of one or two generations so that no one
remains to remember what happened. The novel adds another level of individual intricacy, which further muddies

89714




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Zubair Farooq and Prem Chandar

up the overall meaning of the buried giant. The paradox of selective amnesia is demonstrated by certain characters
who only recall the unpleasant memories of the past, such as its cruelty and violence, while forgetting the
insignificant causes of their hatred for other people or the fondness they formerly felt for those they now loathe.For
example, Brennus tries in vain to protect himself from a childhood enemy, a fight that has grown stronger over time
without him realizing what started it. Similarly, when the power of forgetfulness wears off, Wistan discovers that
despite his hatred, he still feels love for some Britons. But Axl and Beatrice's memories of their love are closely linked
to their memories of their son and their refusal to acknowledge his death.In the end, it seems like Axl and Beatrice
are motivated to help Wistan defeat the she-dragon Querig and her entrancing breath out of a fear of losing one
other. Beatrice shows symptoms of abandonment anxiety, asking to be reassured of Axl's existence multiple times
and acting as though she is reliving the anguish of being abandoned by him.But when the mist of memory slowly
lifts, it becomes clear that Beatricenot Axlwas the one who departed. The cloud of forgetfulness lifts to reveal the
victims' and offenders' personal pain and the changing dynamics in their relationship.

The Eternal Chase: Unravelling the Myth of the Everlasting Pursuit

The underlying mythic structures present in history extend beyond collective societies to encompass individual
experiences as well. Axl and Beatrice's quest to reunite with their son transforms into a journey to retrieve memories,
hoping to fortify their love and prepare them for a joint passage to the afterlife. As they ascend, first reaching the
monastery to understand the mist's nature, then climbing towards the she-dragon's lair to confront their shared past's
darker aspects, the motif of ascent symbolizes gaining deeper insights. This motif, along with the quest theme in "The
Buried Giant," aligns it with modernist novels inspired by myth, emphasizing spatialized structures over
chronological ones. By representing both historical and legendary pasts, the novel diminishes the importance of time
and highlights the mythic and universal facets of human experience. This universality is evident in both collective
and individual realms: the cyclical violence depicted by the ongoing conflict between Saxons and Britons, and the
human journey towards death embodied in Axl and Beatrice's quest, culminating in their encounter with the
ferryman. The ferryman, guiding souls to the mythical otherworld, serves as a recurring reminder of death's
inevitability. Although Axl and Beatrice find reconciliation through their encounters with the ferryman, his presence
lacks the same effect on a collective scale—nations' longer lifespan make them less inclined to acknowledge finality
and the imperative to break the cycle of violence.

The portrayal of human history in "The Buried Giant" as cyclical and imbued with myth reflects a modernist
inclination towards identifying meaningful patterns, contrasting with the postmodern rejection of deeper historical
significance. Ishiguro's incorporation of myth serves not only to enrich the novel's blend of genres—fairy tale,
medieval romance, fantasy, contemporary adventure—but also adds depth and universality, aligning with his
intended thematic exploration. While the novel's formal placement within postmodern conventions is evident in its
playful approach, the utilization of myth contributes to Ishiguro's overarching purpose. In interviews, he elucidates
the reasoning behind his narrative choices: “I wanted to write a universal novel about memory and forgetting, and
the function of these two antagonistic forces in the life of a nation and in a relationship, regardless of whether it is a
relation between husband and wife or between friends.”This very goal of finding universal patterns and meanings in
people's lives as well as Ishiguro's depiction of memory as both voluntary and involuntary, shaped by forgetting
processes both conscious and unconscious, point to the continuation of a modernist literary legacy that is resurfacing
in contemporary literature that rejects postmodernist "playfulness and affectation”.

Rediscovering the Mythic Layers of Your History

Wistan identifies similarities between the monastery and a Saxon fort, just as the narrator of "The Buried Giant"
utilizes recognizable elements of Britain to establish a familiar setting before introducing alternative perspectives.
While Teo has extensively explored the philosophical concept of recognition, particularly as proposed by Ricoeur, I'm
interested in delving into cognitive understandings of recognition here. In psychology, recognition is defined as a
distinct form of memory wherein a subject acknowledges having encountered a target previously. Unlike recall,
where a subject must spontaneously remember something, recognition is deemed easier because the target item
(whether a person, action, or object) is present. Ishiguro's narrator employs the power of recognition to immerse the
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reader in this ancient British setting, prompting them to blend memory and imagination to visualize the scene. When
describing Axl and Beatrice's dwelling—a village nestled into a hillside—the narrator alludes to the known and
familiar elements:“Who knows what will come when quick-tongued men make ancient grievances rhyme with fresh
desire for land and conquest. The underlying mythological structures in history extend beyond collective narratives
to individual experiences. Axl and Beatrice's journey to find their son becomes a quest for memories, which they
believe will strengthen their bond and enable them to journey to the afterlife together. Along the way, they ascend,
first reaching a monastery where they gain insight into the mysterious mist, then climbing a cairn toward a she-
dragon's lair, confronting dark aspects of their shared past. The motif of ascent symbolizes gaining deeper
understanding, while the motif of quest in "The Buried Giant" aligns it with modernist novels inspired by myth,
emphasizing spatial zed structures over chronological ones. By representing both historical and legendary pasts, the
novel diminishes the importance of time and highlights the mythic and universal aspects of human experience. This
universality is evident in both collective and individual experiences: the cyclical violence between Saxons and Britons
mirrors the journey of life towards death embodied by Axl and Beatrice's quest, culminating in their encounter with
the ferryman who symbolizes passage to the afterlife. Although the ferryman prompts reconciliation between AxI
and Beatrice, his presence doesn't have the same impact on the collective level — nations' longer life spans make them
less receptive to recognizing finality and breaking the cycle of violence. The portrayal of human history in "The
Buried Giant" as cyclical and imbued with myth reflects the modernist inclination to identify meaningful patterns,
contrasting with the postmodern rejection of deeper historical significance. When Ishiguro incorporates myth into his
narrative, it serves not only to enhance the eclectic blend of genres within the novel —such as fairy tale, medieval
romance, fantasy, and contemporary adventure—but also to enrich its depth and universality, aligning with
Ishiguro's overarching intentions. In an interview, he elucidates the rationale behind the novel:“I wanted to write a
universal novel about memory and forgetting, and the function of these two antagonistic forces in the life of a nation
and in a relationship, regardless of whether it is a relation between husband and wife or between friends.” The
deliberate pursuit of universal meanings and patterns in both individual and communal existence, along with
Ishiguro's portrayal of memory as a blend of voluntary and involuntary processes, influenced by both conscious and
unconscious acts of forgetting, indicate a continuation of a modernist literary tradition. This trend is resurfacing in
contemporary literature that diverges from postmodernist tendencies characterized by "playfulness and affectation.

Exploring the Interplay of Memory and Loss

The main emphasis of Ishiguro's early books, which are primarily told in the first person, is on people's unique
experiences of struggling with the past. These stories usually build to an emotional denouement or the protagonist's
cathartic discovery. Characters like Etsuko, Ono, and Stevens are initially portrayed as retrospectively revisitingthe
past while addressing the current situation at the same time. Upon analyzing collective amnesia in Ishiguro's pre-
"The Buried Giant" novels, I argue that the author's use of indirect narrative highlights concerning instances of
forgetfulness and its capacity to produce alternate historical accounts. In "The Buried Giant," where the general act of
enforced forgetting is carried out through magical methods, upsetting both individual and national processes of grief
among the Saxons, Ishiguro takes a more direct approach to depicting political efforts to erase history. Arthur's
rewriting of history forces the Saxons and Britons to forget their past, resulting in an uneasy peace. This mist and the
collective forgetting that came as a result wasdesigned to sow the seeds of an artificial peace between Britons
andSaxons, ‘cleans the land of war’. Politically, however, this is also a cover-up for the mass slaughter of the
‘innocents’,the elderly, women, and children who lived in the Saxon villages and were supposed to be protected by
"The Law of the Innocents," a peace agreement that Axl and Arthur drafted years ago. The text frequently references
a symbolic buried giant to symbolize the betrayal of both the Saxons and Axl by Arthur, as well as the horror of the
mass killing of the innocentAxl saw the horrifying incident as a betrayal of God since the treaty at the time was
meant to "bring men closer to God". The pervasive silence and mist in the land serve as evidence of the unspeakable
magnitude of atrocities committed on a large scale. Drawing parallels between Arthur's plan for enforced peace in
the novel and recent political efforts at collective reconciliation is not challenging. Ishiguro, in discussions about "The
Buried Giant," has addressed specific issues regarding widespread atrocities that he aimed to explore through the
novel.He most likely had in mind forced reconciliations, like the ones that followed the 1994 genocide in Rwanda, or
truth commissionslike the Truth and Reconciliation Commission of South Africa, which aimed to impose a national
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peace. Nonetheless, the road to peace will inevitably involve concessions, and in the actualities of political processes,
the line separating forced amnesia and reconciliation frequently becomes hazy. Suleiman claims that the South
African Truth Commission's basic goal is not "artificial forgetting" of past misdeeds, but rather the "disclosure" of
them. She notes that although truth commissions may not always produce the best results, its objective is not to force
victims to forgive offenders in exchange for admission of guilt. Rather, the goal is to enable both sides to freely
acknowledge and discuss their recollections. This procedure, which enables previously hidden events and actions to
be recounted and acknowledged, is a step in the right direction toward collective memory work. Ricoeur goes a step
further, arguing that collective memory, not individual memory, is where "the overlapping of the work of mourning
and the work of recollection acquires its full meaning". In the framework of a "national self-love," this highlights the
issue of a "lost love-object” even more apparent in the context of a "national self-love."Like the process for
individuals, the community's grieving needs to go through a reality-testing phase that causes it to break its
connection to the lost item. The community cannot be at peace with its past until this process of severance is finished.
Referring back to Suleiman's earlier discussion of Rousso and the enforced amnesia put in place in post-war France,
forcing someone to forget can cause suppressed memories to resurface. The lost item of a nation's complicated
history cannot be properly investigated, debated, or understood since the mourning process is abruptly ended: The
Literature of Subversion," arguing that Ishiguro is exploring rich ground for questioning ideas of truth and history by
investigating fantasy literature. According to Jackson, the genre of fantasy literature reveals what has been hidden,
muted, or covered over. By using the fantasy genre, Ishiguro is able to explore themes of suppressed communal
memories and forced national forgetting while navigating the mythological-historical world of Arthurian legend.
Ishiguro provides a hypothetical analysis of the risks connected to certain kinds of enforcement using this method.

CONCLUSION

In the novel, memory is not an imperative of justice, not the sole cornerstone of human morality, imbued with the
sacred reverence of faith in truthfulness, but is related to real history from the perspective of human expediency,
exposing the inherent complexity of contradictions. Thus, for Axl and Beatrice, the vanquished she-dragon Querig,
who inflicted "the mist of forgetfulness" upon the inhabitants of the land, allowed them to live and love, yet

simultaneously deprived them of the hope of finding "treasured memories," "cherished memories" of their son, their
youth, and happiness. They begin to understand that "a memory brings particular pain," and memory brings back
not only pleasant memories. Therefore, Sir Gawain pleads in the name of God not to kill Querig, but Wistan, a Saxon
warrior, is resolute: "What kind of god is it, sir, wishes wrongs to go forgotten and unpunished?" He is consumed by
a thirst for vengeance: "We’ve a duty to hate every man, woman and child of their blood..., promise me you'll tend
well this hatred in your heart The giant — the memory of past wrongs and pain —is disturbed; grief, misfortune, death
await humans. How to consign the unforgettable to oblivion? How to overcome the past? Is such memory indeed
restored justice? Thus, the moral-ethical significance of memory as a debt to the past, which was explored by P.
Ricceur, a philosopher of dialogue, takes on new resonance and richness of poetic semantics in Ishiguro's novel,
embodying an infinite unfolding of meanings. The fate of his characters unveils the perilous simplicity of such a view
of the problem: the duty of memory as a demand for justice is fraught with new troubles ("dark hatred as bottomless
as the sea"... "circle of hate. Therefore, the protagonist is left with only doubts about the correctness of his choice. If,
for Nietzsche, without forgetting there is neither life nor happiness nor future [Nietzsche, 1990], then for Ishiguro-the
artist, this is also not straightforward. His characters want to remember all the moments of their long history of love
and happiness, but along with this, memory reveals betrayal, treachery, the cruelty of a beloved husband towards his
son. The postmodern parable, colored with lyricism, is directed towards contemporaries responsible for the future.
The overarching idea of the novel is an artistically constructed open question. What then is morally and historically
correct? After all, the restored memory turns out to be a curse and evil, while forgetfulness is peace? Thus, within the
knightly framework of the plot of the characters' personal history, the image of our world and our unresolved
dilemmas is revealed. And the artistic ".projection of the problems of national and personal memory, on the one
hand, and the magical reconciling conflict of forgetfulness and forgiveness, on the other, acquires a dramatic
dimension in the tragic fate of the novel's protagonists, Axl and Beatrice. Having lived happily (and - forgetfully) all
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their lives, they part ways. But it is not the ferryman who separates them, but memory. The final episode of the novel
is a dialogue with the fatally ill Beatrice, who believes that the ferryman will return for both Axl and their exiled son
soon on that island. But the last lines leave no doubt that Axl knows that the memory they have regained has
condemned their happiness. The final episode, full of tragic meaning, leaves no doubt about this. In response to the
ferryman's call that he will return for him, AxI does not even turn around. "Yet when Iturn he does not look my way,
only to the land and the low sun on the cove". According to Yugin Teo, "Forgetting can be defined as a form of
neglect as well as a failure to remember." Both accounts draw attention to a memory flaw that is a result of
humanity's inherent vulnerability. But according to TBG, forgetfulness is a condition meant to hide humanity's
shortcomings in terms of comprehension, forgiveness, and maintaining peace, not a sign of failure. In fact, it has
shown out that the only way to prevent the country from failing is to become forgetful. Referring back to Ishiguro's
query from his interview with Spiegel, "When is it healthy to remember, and when is it healthy to forget?" TBG
explores the idea that, in the event that forgetting is not beneficial, at least it can be helpful because peace has only
been achieved by forgetting. Remembering Ishiguro's question, "When is it healthy to remember, and when is it
healthy to forget?" from his interview with Spiegel? TBG examines the theory that, even if forgetting isn't helpful, it
can still be advantageous because forgetting is the only way that peace can be attained.

Though it is revealed so briefly and ambiguously that the reader might miss it, Axl was able to mediate a truce and
some kind of peace before Arthur broke it and eventually had to turn to Merlin's magic and Querig, so even he
cannot be held accountable for this. Axl remembers that "The law was well held on both sides until that day" , and it
is this that prompts him to break with Arthur. Gawain catches Axl off guard by referring to "your great law."
Although the story seems to be building towards the reader realizing that Axl was involved in the amnesia he
experiences, he was just present for the events that came before.But in the end, the book doesn't do a great job of
bringing these opposites together. Through his portrayal of a life without personal or societal memory, Ishiguro
explores and questions ways of living that focus primarily on a limited number of dimensions. Given his professed
interest in investigating the discrepancy between societal memory and personal recollection —particularly with
reference to persons who have lived through adverse historical periods their entire lives—it would appear that
Ishiguro is eager to explore this issue further. Since Ishiguro acknowledged in his Nobel address that Far Right
ideologies and tribal nationalisms are on the rise in the modern era, he has elevated nationalism issues to the fore of
world discourse. According to the title of "The Buried Giant," he implies that racism is creeping back to the surface
like a sleeping giant. His speech and the book both make the claim that a lack of a sense of community is a
contributing factor in today's issues. The story of forgetfulness in "The Buried Giant," where the country is not so
much "one nation under God, indivisible," but rather one (or so) nation under the effect of a she-dragon's breath that
alters memory, demonstrates the fragility of national identity.
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ABSTRACT

The fuzzy set are the ideas of Tripolarity fuzzy ideals. This is the outlook of the abstraction of fuzzy sets
function and the extension of two- faced fuzzy sets function. Here we bring out some concept of interior
fuzzy ideals towards Tripolarity interior fuzzy ideals in ordered gamma semigroups, and we explained

about normality, intra — regular, semi simple ordered gamma semigroups. We split up these ideas as
semi simple ordered gamma semigroups as for the generalization under the two- faced interior fuzzy
ideals. Throughout this paper, we finally conclude that the Tripolarity fuzzy semi ordered gamma
semigroup and simple ordered gamma semigroup are same.

Keywords: Tripolarity of fuzzy interior ideals, ordered gamma semigroup, Regularities, Interior ideal,
Tripolarity fuzzy set.

INTRODUCTION

It was L.A. Zadeh [10], who popularized the notion of fuzzy set theory in 1965. Fuzzy set navigates with
unpredictability. By the concept of fuzzy set theory, many researchers put step towards the generalization of fuzzy
set with huge application in various fields and also with pure and applied mathematics for their work [8]. In [2] the
author explains about the, intra — regular, in normal, and semi simple group, with the ideas of interior fuzzy ideals
and fuzzy ideals where it gives the same values. And also, the concept of (a, )- interior fuzzy ideals in ordered I'
semigroup is generalised with interior fuzzy ideals and proved in regular, and semi simple ordered I" semigroup, the
ideals of (a,f) — fuzzy ideals and interior ideals coincide. In this paper we finally define semisimple and simple
ordered I' semigroups regarding to the Tripolarity of fuzzy interior ideals.

89720




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Ezhilarasi and Latha

PRELIMINARIES

Some basic terms and definition from ordered I'- semigroup theory will be later used to complete the ideals of
ordered I'- semigroup with interior fuzzy ideals.

Definition 1: We define (S*) a groupoid with two operation on § where $ being a set which contains some of the
elements. A semigroup (S *) is a groupoid in which the operation “+’ is associative (i.e) [a* (b c)] = [(a *b) *c], for all g,
b,ce Sand a,B,y €T.

Definition 2: The combination along with ($ *, <) is defined as an ordered I'" - semigroup if the below mentioned
three conditions should be holds good.

i. define an operation on semigroup with (S *)

ii. define Poset (§ <)

iii. For each element of 4, b, c€ Sand a,B,y € I'if a < b, then

a*c <b=x*candc*a<c *b

Definition 3: An ordered I' — semigroup is denoted by S. A subset A(S) containing some elements is said to be a
subsemigroup of $if, A is operated with the same element, there will be no changes to the element. Again we get the
same element itself (i.e) A * A € A.

Definition4: The concept of semigroup with the operation ($ *) and let TS § If T is closed under the operationx,
then we say that (S *) is a subsemigroup of (T, *).

Definition5: An ordered I' semigroup is denoted by S A subset A(Q) containing some elements is known to be a

right ideal (resp. left) of Sif each of the axioms below is true.

i. ASisasubsetofS (resp. SAC A)

ii. Foreacha, b € S,a,B,€T, ais greater than or equal to b and the element b should present in A then the element a
should be in A.

A non-empty subset I (§) is both a left and a right ideal of Sthen it is said to be an ideal of Q.

Definition 6: An ordered I' - semigroup denoted by S A subset A of § with some elements is referred to as an
innermost ideal of if it adheres to the below axioms:

i. SAScA

ii. Fora, be S anda,B, €T,ifa <bandb €A thena€ A.

MAIN RESULTS

The idea of algebraic characteristic of a Tripolarity interior fuzzy ideals were being introduced in this part. The Intra-
normal and semisimple ordered semigroup, Tripolarity of interior fuzzy ideals and some of the fuzzy ideals have
been proved using some concept of semisimple ordered I' semigroup with Tripolarity interior fuzzy ideals.

Definition 6:Let S be an ordered I' - semigroup. A Tripolarity fuzzy subset T = (pg,07,7¢) of is known a
subsemigroup of Swith tripolarity if it satisfies the below three conditions, for each elements of 4, b€ Sand o, 8, € I'.
37.  pz(aab) = minifips(a), ps(b)}

38. oy(aab) < {oy(a), op (b)}

39. t¢(aab) < {77 (a), 77 (b)}

Definition 7:Let Sbe an ordered I' — semigroup with some property. A Tripolarity fuzzy semigroup T = (pg, o, 7¢) of
Sis referred to a Tripolarity right (resp. left) fuzzy ideals of Sif it satisfies the axioms for eacha, b € Sand @, ,€ I'.
i.  prlaab) = pr(a)
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ii. op(aab) <oz (a)

iii. t¢(aab) < t¢(a)

iv. a <b = pg(a) = pz(b)
oy (@) < o7 (b)and

Tp(a) < 7¢(b).

Definition 8: A Tripolarity fuzzy subset T = (pg, o, T3) of Shas both tripolarity left fuzzy ideals and a tripolarity right
fuzzy ideal of Sthen it is said to be a tripolarity fuzzy two-sided ideal.

Definition 9: Let Sbe an ordered I' - semigroup. A tripolarity fuzzy sub semigroup T = (ps, o3, 7¢) of Sis known as
tripolarity fuzzy innermost ideal of Sif it satisfies the axioms: for eacha, b, c€ S a, B,y €T,

i.  pzlaabfc) = pz(b)

ii.  og(aabBc) < o7 (b)

iii. tp(aabBc) < 1¢(b)

iv. a <b = pg(a) = pp(b)

oy (@) < o7 (b) and

¢(a) < 7¢(b).

Theorem 1:An ordered I - semigroup be . If {R, | r € R} is a family of tripolarity interior fuzzy ideals of $ then a
tripolarity fuzzy subset N.cg Ri: = (Nyer PR, Nrer Or,, Nn,, Tr,) Of Sis also a tripolarity interior fuzzy ideal of §
and is characterised by
i (Nrer pg,)(@) = Nyep pp, (@) =inf inf{py (a)|r € R}
ii. (Urerop )@ = Upepop (@) ={og (a)|r€R}
iii. (Uyer T, )(@) = Urer Tg, (@) =sup sup {1 (a)| r € R}
for alla € Sand a, B,y €T.
Proof: Let a, b, c€ Sand «a,f,€ I'. We obtain that
(i) (Nrerpg )@aabBc)=n.cppplaabpc)
=inf{pg (aabBc)|r ER}
>inf{pg (b)|r ER}
Nrer Pg, (b)
= (Nyer pg,) (D)
(i) (Urer URE)(a abfc)= Ueepog (aabpc)
=sup {og (aabfc)|r ER}
< sup sup{ag (b)|r € R}
= Uyer 0%, (B)
= (Urer 0[{,) (b)
and
(ili) (Urertg,)(@abpBc)=Uitg (aabpc)
=sup {tp.(aabBc)|r ER}
< sup sup{TRr (aabpc)|reRr}
- Urer 7y, (D)
=(Yrer Tg,) (D)
Leta, b,€ Sand «,B,€ I' such that a < b, we obtain
@) (anR P[{r)(a) = Nyer pg,. (@)
=inf{pg (b)|r € R}
>inf{pg (b)|r €ER}
= Nyer Py, (D)
= (Nyer pg,) (b)
(ii) (UrER UR,)(G) = Uje og (a)
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= sup sup{JRT (b)|r € R}<sup sup{JRT (b)|r € R}
= Uyeg og, (b)
= (UrER GBr) (b)
Similarly we can prove for,
(i)  (Urer Tp,)(@) = Urer T3, (@)
= sup {TRr (b)|r € R} <sup sup{TBT (b)|r € R}
= Uper Tg, (D)
= (Urer 1y,) (D)
Therefore, N;e; R, is a tripolarity interior fuzzy ideal of Q.

Theorem 2:An ordered I - semigroup be S Then for every fuzzy ideal of Sunder tripolarity is a tripolarity interior
fuzzy ideal of Q.
Proof: A tripolarity fuzzy ideal of § can be defined by T = (pg, 0y, 73) anda, b, c€ Sand «, 5,y € I'. Then we have,

() prlaabpc) = py (aa(bpo))
> pr (aa(bBc))
> py ((bBC))
= pr (bo)
2 pr (b)
(ii) or (aabfc) = o (aa(bBc))
< oy (aa(bfc))
< a3 (b))
< oy (bo)
< oy (b)
(i) 7 (aabBc) = 5 (aa(bBc))
< 15 (aa(bBc))
< 75 ((bBC))
< 77 (bc)
< 77 (b)
Hence T = (py, oy, 1) be a tripolarity interior fuzzy ideal of Q.

Definition 10:An I' semigroup of § with ordered group is normal if for each element r €S there exist an element x €
S such that r < rxr

Theorem 3:Let § be a normal ordered I" - semigroup. Then every tripolarity innermost fuzzy ideal of § is a tripolarity
fuzzy ideal of $.

Proof: Let T = (py, oy, T1) be defined as a tripolarity fuzzy ideal of some element with the subset A(§) and a, b, c€
and a,B,y € I'. Since, § is normal there existx € $ such that a < axa and we get,

()  prab) = pr(a ax ab) = pz((aax)ab) = py(a)

(ii) or(ab) < o¢(a ax ab) = JT((aax)ab) < o¢(a)

(iii)  t(ab) < tp(a ax ab) = TT((aax)ab) < 1¢(a)

Thus, T is a fuzzy ideal with tripolarity condition of Q. By the same way we can prove, T is a tripolarity fuzzy left
ideal of .

Theorem 4: Let S -be a regular ordered I' - semigroup. Then every tripolarity innermost left fuzzy ideal of Sis a
tripolarity left fuzzy ideals of Q.

Proof: Let T = (py, 0y, T) be a tripolarity interior fuzzy left ideal of Sand 4, b,€ Sand a,,€ I'. Since, we consider $as
a regular, then there exist an element a € $such that 3T € T and we get
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@) pr(ab) = pr(a ax ab) = pr(b)

(ii) or(ab) < op(a ax ab) < op(b)

(iii)  tg(ab) £ tg(a ax ab) < t3(a)

(iv) Fora, be Sand a,B,€ T, if a<b and be T, thena € T.

Thus, T is a tripolarity interior fuzzy left ideal of Sis again a tripolarity fuzzy left ideal of $.

Theorem 5:Let S be a semi simple ordered I' - semigroup. Then every tripolarity interior fuzzy ideal of S is a
tripolarity fuzzy ideal of Q.

Proof: Let T = (pg, o5, 7¢) be a tripolarity interior fuzzy left ideal of Sanda, b, € Sand «a,f,€I'. Since, Sis being an
ordered I' - semigroup with semisimple property then there exist an element x, y, z € Sand a,f,y € I' such that
a £ (xa ay Baz). Thenab < (xa ay Ba zb) = (xa ay B)a( zb). Since, we have

prlab) = py(xa ay fa zb) = py((xa ay B)a(zb)) = pz(a)

or(ab) < op(xa ay Ba zb)= op((xa ay B)a(zb)) < ox(a)

t3(ab) < ty(xa ay Ba zb)= py((xa ay B)a(zb)) < tx(a)

Thus, T is a fuzzy right ideal of Sunder tripolarity conditions.

Theorem 6:Let Sbe an ordered I - semigroup and (A, B) are subset of S. Then the following hold:
(i) Ij(aA)= 1] (BB)iff aA=pB

(ii) ] (@A)* 1] (BB )=1] (aBAB)

(iii) ] (@A) NIl (BB)=Nxny

Proof: Let A, B be a subset of S. If a€ [AB], then there exist aa € A and b € B such that a< ab. Thus,
(Uaa * Uab) (X) <1 = (Ua(ab))(x)
=min { (044) X, (0aa) ()}
= (Jaa * aap) ()
(Taa * Tab) (X) =0 = (Ta(ab))(x)
=min { (Taq) X, (Taa )}
= (Taa * Tap) (%)
Similarly, 7] (@A ) * I] (BB)=1] (afAB) and I] (a¢A) N I] (BB) =Nxny

Hence the multiplication of any two tripolarity interior fuzzy ideals is a subset function of their intersection.

CONCLUSION

In this paper, we characterized the simple ordered I" - semigroup with tripolar fuzzy simple group. Also, throughout
this work we presented the notion of interior fuzzy ideals under tripolarity axioms with ordered I'- semigroup. Here
we proved tripolar fuzzy interior ideals with tripolarity under normal, intra — regular, I" group, semisimple ordered
I' - semigroup with tripolar fuzzy ideal where it have the same. Hence we aimed to prove that both fuzzy ideal in §
is also a fuzzy tripolar ideal of S, Further we can extend this ideas towards fuzzy algebraic structure for future work.
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ABSTRACT

Nanotechnology refers to the science and technology of matter, Natural products are often sourced from
renewable resources, All chemicals were of analytical grade and used as purchased. The Fiber part of the
Areca Catechu Linnaeus was purchased from Salem, Tamil Nadu. Copper Sulphate (CuSO4) were
purchased from Sigma-Aldrich Chemicals. The Fiber part of the Areca Catechu Linnaeus was purchased
from Salem, Tamil Nadu. Fibre is taken as 100g and added 30g of NaOH and 10g of sodium sulfide. The
ethanol extract of fiber part of Areca Catechu Linnaeus was prepared with 20g of fiber powder with 80ml
of Ethanol and is heated for three hours. The extract was filtered with Whatman Filter Paper. Using the
agar-well diffusion method, the antibacterial properties of the Cu nanoparticles were assessed against
both Gram +ve and Gram -ve bacteria. Cu Nanoparticles were shown to be highly effective in
suppressing both Gram-positive and Gram-negative bacteria, according to observed antimicrobial
activity.

Keywords: Nanotechnology refers to the science and technology of matter, Natural products are often
sourced from renewable resources.
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INTRODUCTION

Nanotechnology refers to the science and technology of matter, manipulated at the atomic levell . Nanoscience is
about the phenomena that occur in systems with nanometer dimensions [2] . Nanoparticles are solid particles or
particulate dispersions with a size range of 10-1000 nm3 . Nanomaterials, therefore, refer to the class of materials
with at least one of the dimensions in the nanometric range4 . Metallic nanoparticles are a novel class of materials
having applications in medical, pharmacology, and agriculture by using biological, chemical, and physical
techniques, one can produce nanoparticles with extraordinary properties [5] . "Green Synthesis," which produces a
stable product that is easy to use, affordable, and repeatable. High energy, pressure, temperature, or hazardous
substances are not needed for this technique6 . Copper is a cheap metal that is abundant on Earth and may be
synthesized at a reasonable cost for nanoparticles. Copper nanoparticles are easily combined and bonded with
ceramics, polymers, and other metals. They also show physiochemical stability in these combinations [7]. Copper
(Cu) is a transition metal with an atomic number of 29, an atomic mass of 63.546, and a density of more than 5 g
cm-3. It has a characteristic reddish-orange colour and metallic luster in theualities such as minimal chemical
reactivity, excellent electrical and thermal conductivity, superior malleability, and strong corrosion resistance [8] .
When compared to modern antibiotics, coper nanoparticles exhibit stronger antibacterial qualities. In addition, in
addition to their antibacterial function, they have been reported to possess antifungal, antiviral, and anticancer
activities [9] . Flat feet are a common cause of general musculoskeletal pain and problems. Your body's balance
begins in the feet; when the feet do not provide proper support, it can raise your risk for joint problems caused by
poor posture and unnatural gait. The feet can be subjected to many problems due to daily walking, jumping, and
running, which can lead to inflammation, foot strains and injuries. The main causes of foot pain is usually by
improper footwear, diabetes and aging. In order to prevent these problems good footwears with comfort functional
insoles are preferred to wear by the people. Insoles provide additional cushioning and support, enhancing comfort
for the wearer. They can help alleviate pressure points and reduce fatigue during long periods of standing or
walking. Many commercial insoles are designed to provide arch support, which can help improve foot alignment
and reduce strain on the feet and lower limbs. This is particularly beneficial for individuals with flat feet or high
arches. Insoles with cushioning materials such as gel, foam, or air pockets can absorb impact forces while walking or
running, reducing the risk of injury and protecting the joints from excessive stress. Certain types of insoles are
designed to address specific foot condition or biomechanical issues, such as overpronation or supination. By
correcting foot alignment and gait mechanics, these insoles can help prevent injuries and improve overall foot
function. Natural foot wear products are more preferable than synthetic for these problems. Natural products often
contain fewer synthetic chemicals and additives, reducing the risk of adverse reactions or side effects. They are
generally perceived as safer for use on the body or in the environment. Many natural products are biodegradable and
have minimal impact on the environment compared to synthetic alternatives. They often require fewer resources to
produce and dispose of, reducing pollution and waste. Some natural products, such as herbal remedies and organic
foods, may offer health benefits due to their natural ingredients. For example, certain herbs and plant extracts have
been used for centuries in traditional medicine for their therapeutic properties.

Natural products are often sourced from renewable resources, such as plants or minerals, making them more
sustainable in the long term. Sustainable harvesting practices can help protect ecosystems and ensure a continuous
supply of natural resources. Natural ingredients can provide unique textures, colors, and scents that are appealing to
consumers. Many people enjoy the sensory experience of using natural products, such as the fragrance of essential
oils or the feel of natural fibers against the skin. Thus, natural fiber's have several advantages, including
breathability, comfort, biodegradability, and sustainability. They're often more environmentally friendly than
synthetic fibers and can be sourced from renewable resources like plants and animals. Additionally, natural fibers
tend to be biodegradable, making them more eco-friendly choice. In this research work chemo mechanical technique
was used to separate the cellulose nano fibers from the areca nut husk, providing a way to make better use of a waste
product[10] . The scientific nomenclature of Areca is Areca Catechu Linnaeus and it belongs to the Arecaceae
(Palmae), palm family, and Arecoideae [2]subfamily[14] . Areca nut is one of the important fruits cultivated in
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tropical parts of the world. The Areca catechu tree is abundantly established in the mountains and has been farmed
in enormous quantities. Because of its link to mouth cancer, its consumption has decreased in the modern world11.It
generates a huge quantity of husk, which is a source of areca nut fiber. The potential substitution of lignocellulosic
fibers in composite materials for synthetic fibers like carbon, aramid, and glass fibers[15]. With about 50% of all areca
nut production in India, Karnataka is the state that produces the most areca fibre[16]. The fiber diameter 54.8um,
which is comparable with commonly available natural fibers. Areca nut fibers are incredibly strong, resistant to
fungi, provide excellent insulation, are tough and durable, resilient, static-free, biodegradable, and difficult to
ignite[12]. Natural fibers have inherent properties such lignocelluloses, renewable energy, and their application in
composites is well established[13] .

MATERIALS AND METHODS

All chemicals were of analytical grade and used as purchased. The Fiber part of the Areca Catechu Linnaeus was
purchased from Salem, Tamil Nadu. Copper Sulphate (CuSO4) were purchased from Sigma-Aldrich Chemicals. The
reduction of Cu ions is characterized using UV-Visible Spectroscopy- Shimadzu (UV 2600) at 200nm to 800nm range.
Infrared spectroscopy (IR) analysis showed molecular functional vibration of chemical groups present in the sample
was recorded with Jasco 4700 ranging from 4000 to 400 cm-1 The Size and morphology of the metallic Cu
Nanoparticle is characterized using Scanning Electron Microscope (SEM-VEGA3, TESCAN) Czech Republic. The
elemental composition of the metallic Cu nanoparticle is confirmed using EDX- BRUKER Nano, GmbH, D-
12489(Germany). The Thermal Stability of Cu Nanoparticle is characterized using Thermal Gravimetric Analysis-
NETZSCH (NJA-STA 2500 Regulus). The X-Ray Diffraction (XRD) pattern of Cu Nanoparticle was recorded at
Bruker D8 Advance.

Collection of Fiber

The Fiber part of the Areca Catechu Linnaeus was purchased from Salem, Tamil Nadu. Then the collected fiber was
washed with distilled water. The fiber is soaked in water for 15 days for make it easy to separate the outer shell and
inner fiber. The fiber was washed thoroughly in running under well water. Then allow to dry in sunlight for 2 to 4
days and chop the fibre finely for further process.

Softening of Fibre

Fibre is taken as 100g and added 30g of NaOH and 10g of sodium sulfide. By using pressure cooker to get exothermic
reaction. Boiled at Thour in medium flame, bad odour with green colour consistence is appeared. After washed with
running water, again boiled the fibres with clean well water for 30mins, resulted with yellow colour. In this method,
lignin and hemi cellulose bonds are broken and removed from the fibres, makes it more softer in texture.

Treating with Copper Nanoparticles

Preparation of Fibre Extract

The ethanol extract of fiber part of Areca Catechu Linnaeus was prepared with 20g of fiber powder with 80ml of
Ethanol and is heated for three hours. The extract was filtered with Whatman Filter Paper. The extract was collected
in the beaker and stored in the refrigerator until further use. The Fiber extract was Pale Yellow Colour.

Preparation of Copper Sulphate solution

1.2709 g of CuSO4 (Molecular weight = 63.546 g/mol) was dissolved in distilled water to make 100 ml of 20 mM
Copper Sulphate Solution. The metallic nanoparticles were synthesized of the metal precursor solution of Cu (20mM,
20mL) in a 100 ml beaker.
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Treating of Fibre Extract with Copper Nano Particles

A 20ml of ethanolic extract of fiber part of Areca Catechu was added to this copper metal precursor reaction mixture
in the magnetic stirring for four hours. The Solution kept overnight and the colour change was observed from pale
yellow to sky blue colour and yield is 82%.

Antibacterial Activity

The anti-bacterial activity of the synthesized Cu metallic Nanoparticle is evaluated. Mueller Hinton Agar medium
was prepared. Overnight grown Bacterial culture was scrapped over the MHA plate. The disc was loaded with the
Cu metallic Nanoparticle and them kept in the MHA media containing bacteria. Positive control and the Negative
control were also kept. The plate was incubated for 24 hours at 37°C. The zone of Inhibition was observed. 2.5
Antioxidant Activity The antioxidant activity of the synthesized Cu metallic Nanoparticle is evaluated. The
antioxidant activity is carried out as follows 4mg of DPPH is dissolved in 100ml of methanol and 50ug of Cu
Nanoparticle is dissolved in 100ul of DMSO. Then the sample is taken for different concentration 50uL, 100ul, 150uL,
200pL and 3mL of DPPH is added. The content is covered with aluminium foil and kept in incubation for 30 minutes
in dark condition.

Percentage of Radical = Absorbance of Blank — Absorbance of sample X 100

Scavenging activity Absorbance of Blank

RESULTS AND DISCUSSION

UV-Visible Spectroscopy Analysis (UV)

The UV-Visible spectrum of the Cu Nanoparticle was observed in the wavelength of 275 nm due to the Surface
Plasmon Resonance. The conduction and valence hands in Cu Nanoparticles appear to be very close to each other,
where electrons can move freely and instigate a surface plasmon resonance (SPR) absorption band. It was observed
that the peak was due to the Blue Shift.

Scanning Electron Microscopy analysis (SEM)

The surface morphology and the surface shape of the synthesized nanoparticle is analysed using SEM (Scanning
Electron Microscopy). SEM analysis shows the rod or cylindrical shape of Cu Nanoparticle. The obtained
morphological shape and boundary size indicated that they possessed an average size of 9 nm and appears as in
shape.

Energy Dispersive X-Ray Analysis (EDX)

The EDX characterization shows the chemical composition of the synthesized Cu Nanoparticles. EDX analysis was
employed to demonstrate the purity of the Biosynthesized Cu Nanoparticles. Cu nanoparticle revealed specific
absorption peaks of Cu element at 1 keV and 8KeV, additionally Sulphur is 2.3KeV and oxygen is 0.5KeV. The
relative elemental percentage for Cu was 19.15 %, S was 17.88%, O was 62.98%

X-Ray Diffraction Analysis (XRD)

Crystal Structure, Purity and Crystalline Structure of the Nanoparticles were determined using X-Ray Diffraction
(XRD) analysis. The XRD data and it is analysis are given in tablel. The diffractogram has four peaks at 20 values of
39.95, 46.25, 66.81 and 77.53 degree in the experimental diffractogram confirms the face centered cubic structure due
to copper metal 26 and corresponding to (hkl) values - (111), (200) and (220) planes of copper. There are seven more
peaks in the diffractogram at 31.48, 34.24, 37.51, 47.59, 55.27, 60.20 and 68.90 degrees corresponds to (hkl) values-
(110), (111), (110), (002), (113) and (200). These peaks confirm the hexagonal wurtzite. According to the XRD study,
obvious and distinct phases are forming for Cu, which suggests that a crystalline nanocomposite was created. The
average crystalline size D of the copper nanoparticles have been estimated from the diffractogram by using
DebyeScherrer formula, D = 0.9 A/ 3 Cos 0 The average crystalline size of the copper nanoparticles is found to be 22
nm. The value of the interplanar spacing between the atoms, d, has been calculated using Bragg’s Law, 2dSin0 =n A
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where n is the order of diffraction pattern. Lattice constant has been estimated using the formula, a = dv (h2+k2+12).
The Scherer constant, X-ray wavelength (1.5418 ~ A), peak broadening at half the maximum intensity, and Bragg
angle are represented by the variables k, A, 3, and 0, respectively. As a result, the XRD analysis revealed that the
particles are initially found as collides. This is supported by the SEM findings, which show some particle aggregates.
The XRD measurements provided by the copper nanoparticle from the reference publications indicate that it is
structured in a monoclinic configuration.

Thermal Gravimetric Analysis (TGA)

TGA shows the change in mass with temperature, which in turn indicates thermal stability, material purity and
moisture content of the nanoparticles. The weight from with weight loss 26.84 %. The Temperature ranging from 280
to 604°C reveals the significant weight loss of 5.43 % due to the degradation of Bioactive molecule capped on the Cu
surface in high temperature. The last stage of weight loss could be corresponding to the degradation and evaporation
of the Cu when the temperature rises over 600°C

Gas Chromatography-Mass Spectroscopy (GC-MS)

The GC-MS analysis of husk extract of the Areca catechu (areca fibre) shows peaks corresponding to Bioactive
compounds and their chemical structure, active principles with their retention time, molecular weight. Concentration
were also analysed. The predominant compounds identified were Cyclododecane, n-Tridecan-1-ol, Dodecane, 1-
chloro-, 1- Dodecanol, Cyclododecane, Cetene, Lauryl acetate, 1-Tetradecanol, Ethanol, 2- (dodecyloxy)- , 1-
Tetradecanol, 1-Decanol, 2-hexyl-, E-15-Heptadecenal, Octadecane, 1- Tetradecyl acetate, Methacrylic acid, tetradecyl
ester, Hexadecanoic acid, methyl ester, 1,4- Dibutyl benzene-1,4- dicarboxylate, Hexadecanoic acid, ethyl ester,
Diethylene glycol monododecyl etherand, Behenyl acrylate, 1-Hexadecanol, 2-methyl-, Methacrylic acid, heptadecyl
ester, 9,12- Octadecadienoic acid (Z,Z)-, methyl ester, 9-Octadecenoic acid (Z) = methyl ester, Phytol, Methyl stearate,
Triethylene glycol monododecyl ether, Ethyl Oleate, Octadecanoic acid, ethyl ester, Diethylene glycol monododecyl
ether, Triethylene glycol monododecyl ether, Methyl 18- methylnonadecanoate, Diethylene glycol 2-ethylhexyl ether,
acetatethese, Triethylene glycol monododecyl ether, Cyclodecasiloxane, eicosamethyl-, Oxirane, heptadecyl-,
Triethylene glycol monododecyl ether, Oxirane, hexadecyl-, Benzyldiethyl-(2,6-xylylcarbamoylmethyl)- ammonium
benzoate, Cyclodecasiloxane, eicosamethyl-, Dodecanoic acid, dodecyl ester, Octadecanoic acid, dodecyl ester,
Octaethylene glycol monododecyl ether, Octadecanal, 2- bromo-, Octaethylene glycol monododecyl ether,
Cyclodecasiloxane, eicosamethyl-, Ethyl isoallocholate, Tetradecanoic acid, dodecyl ester, Stigmasterol, Glutinol,
Ethyl iso-allocholate, Tetradecanoic acid, dodecyl ester, Stigmasterol, Glutinol, Ethyl iso-allocholate,Smilagenin,
Supraene,  Cyclodecasiloxane,  eicosamethyl-,Smilagenin,4-Hydroxy-4-(1-  methoxycyclopropyl)-3,3,5,8,10,10
hexamethyltricyclo[6.2.2.0(2,7)]dodeca-5,11-dien-9- one,Octasiloxane,1,1,3,3,5,5,7,7,9,9,11,11,13,13,15,15-
hexadecamethyl-, .gamma.-Sitosterol, Hexadecanoic acid, dodecyl ester, Octasiloxane,
1,1,3,3,5,57,7,9,9,11,11,13,13,15,15- hexadecamethyl compounds.

Antimicrobial Activity

Using the agar-well diffusion method, the antibacterial properties of the Cu nanoparticles were assessed against both
Gram +ve and Gram -ve bacteria. Cu Nanoparticles were shown to be highly effective in suppressing both Gram-
positive and Gram-negative bacteria, according to observed antimicrobial activity. (Fig.8 Staphylococcus aureus and
Escherichia. Coli) displayed the largest zone of inhibition in this instance (20-25 mm) It showed significant zone of
inhibition for 50 and 25 mg/ml concentration of Cu Nanoparticles. Following this, copper ions may bind to DNA
molecules and cause cross32 linking both inside and between nucleic acid strands, which would destabilize the
helical helix. Bacterial cells containing copper ions also interfere with biological activities. Cu2+ ions can also
penetrate bacterial cell membranes and cause disruptions, which can impair the activity of enzymes. The disruption
of the cell membrane by the bioacidal effect of nanoparticles is evident by the existence of an inhibitory zone. The
cause can be the particles' size, which increases membrane permeability and causes cell death. The nanoparticles'
huge surface area allowed them to be strongly adsorbed on the bacterial cells' surface, disrupting the membrane and
allowing internal components to spill out and killing the bacteria.
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Antioxidant Activity
The radical scavenging activities of the ligand and complex were evaluated in an invitro assays involving 2,2-
diphenyl-2-picryl-hydrazyl (DPPH) with ascorbic acid as a standard. The percentage RSA of the ligand and complex
against DPPH are depicted in Table. From the results the copper metal complex demonstrated significantly more
antioxidant activities.

Design and Development of Shoe Insole Product

Carding of natural fibre

Carding is the mechanical process that disentangles, cleans and intermixes fibers to produce a continues web suitable
for subsequent processing. This is achieved by passing the fibers between the differential moving surface covered
with a flexible material embedded with metal pins. The modern process of carding is a mechanical process in which
the areca and cotton fiber go through the series of processes to make them ready for later processing. The ratio of
areca and cotton fiber was 80:20. To create slivers or webs, the carding procedure was carried out.

(Machine name: Miniature carding process)

1 web = 45gram

Web Length = 47cm

Web Width=32cm

Nonwoven Fabrication (Needle Punch) Process

Needle punch process of nonwoven fabrics is made from various fibers webs in which fibers are bonded together
mechanically through fiber entanglement and frictions after fine needle barbs repeatedly penetrated through the fiber
web. The needle boards punch the fibers at the rate of 600-2000 punches per minutes. This repeated punching of
needles entangles the fiber together we create a strong bond. The needle punching is a renowned nonwoven process
of converting fibers web into self blocking are coherent such as structures using barbed needles.

(Machine name: Nonwoven needle punch machine)

GSM =220

1 web-(size:1-1.2mm)

2 web-(3-3.5mm)

Product Size, Length Width(Adult)

Product size: Length-27, Width-10.5 By adding antimicrobial technology in this show a flop. This allows our product
to resist the growth of odour causing microbes as well as the transfer and growth of bacteria and fungus on the soles.
Fabricated shoe insoles with functionalized PVA nanofibers exhibit remarkable antimicrobial activity against
Staphylococcus aureus and Escherichia. Coli. Eg: antimicrobial rate below 99%.

CONCLUSION

The immense diversity of plants in the green world presents a potential for the synthesis of Cu metal nanoparticles.
This study describes a novel, inexpensive, simple, and eco-friendly process for producing Cu nanoparticles using
Areca catechu fibre extract. The formed copper nanoparticles' morphological and structural characteristics were
investigated using EDX, XRD, and SEM, GC-MS, TGA techniques. The result confirms that copper sulphate may be
reduced to extremely stable copper nanoparticles, most of which are between 9 nm in size and contain no
contaminants. The optical characteristics of copper nanoparticles were examined using the UV-Vis analysis. The peak
in the absorption at 275nm spectra confirms the formation of copper nanoparticles. The enhanced antibacterial
activity of fiber extract and synthetic copper nanoparticles was investigated using the agar well diffusion method.
These results also show that copper nanoparticles made from extract from the Areca catechu fiber can inhibit the
growth of many harmful microbes, such as Staphylococcus aureus and E. Coli. Product is development by shoe
insole by using processed areca fiber. These nanoparticles have various advantages, including their suitability for
pharmaceutical and medical applications, as well as automotive textile and automobile industry.

89731




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Sowmiya Bharathi et al,,

REFERENCES

10.

11.

12

13.

14.

15.

16.

17.

18.

19.
20.
21.
22.
23.

24.
25.

T. Pradeep., “A textbook of nanoscience and nanotechnology”., 01., ISBN (13): 978-1-25- 900732-3, (2012)

S. M. Lindsay., “Introduction to nanoscience”.,01., ISBN: 978-019-954421- 9 (Pbk), (2010)

V] Mohanraj and Y Chen., “Nanoparticles” Trop. J. Pharm. Res., 5., 1., 561-573, (2006)

Michaela Corina Crisan, Mocan Teodora, Mocan Lucian., J. Biomed. Nanotech., 12., 1., 1- 14, (2022)

Baraiya Divyeksha Harishchandra, Manikantan Pappuswamy, Antony PU, Ganesh Shama, Pragatheesh A, Vijaya
Anand Arumugam, Thirunavukkarasu Periyaswamy, Rajkumar Sundaram., “’Copper nanoparticles: a review on
synthesis, characterization and application” Asian Pac ] Cancer Biol,, 5., 4., 201-210, (2020)

Veena Wenging Xu, Mohammed Zahedul Islam Nizami, Iris Xiaoxue Yin, Ollie Yiru Yu, Christie Ying Kei Lung
and Chun Hung Chu., “Application of copper nanoparticles in density”., ]. nanomaterials., 12., 5., 805-812, (2022)
Madhulika Bhagat, Rythem Anand, Pooja Sharma, Prerna Rajput, Neha Sharma and Khushwace Singh.,
““Multifunctional copper nanoparticle: synthesis and application”., ECS J. Solid State Sci. Technol., 10., 1-5, (2021)
Julie Chandra C.S., Neena George, Sunil K. Narayanan kutty., “Isolation and characterisation of cellulose
nanofibrils from arecanut husk fibre”., J. Carbohydr. Polym., 6., 2., 158-166, (2016)

B S Murty, P Shankar, Baldev Raj, B B Rath and James Murday., Textbook of nanoscience and nanotechnology., 3.,
8-12, (2013)

Fang-Lin Chao, Te-Hsin Yang, Je-Yau., “New uses for areca catechu tree”., Int. Wood Prod. J., 11., 94-100, (2020)
11. Manjula Harishl, Dr. Arunkumar H R2., “Study of properties and prospects of areca fibres and its
application”., Int. J. Sci. Res., 12., 569-57, (2022)

Raghuveer H. Desai, L. Krishnamurthy, T. N. Shridhar., ““Influence of physical modification on Indian originated
areca fiber based polypropylene composites: mechanical and dielectric properties characterisation” Indian J Adv
Chem Sci., 1., 27- 33, (2016)

. R. P. Swamy, G. C. Mohan kumar and Y. Vrushabhendappa., ““Study of areca-reinforced phenol formaldehyde

composites”., J. Reinf. Plast. Compos., 23, 1373-1381, (2004)

Srinivasa C. V., Bharath K. N., “Effect of alkali treatment on impact behaviour of areca fibers reinforced polymer
composites”., Int. J. Mater. Eng.”., 7, 875-879, (2023)

S. Dhanalakshmi, P. Ramadevi and B. Basavaraju., “Areca fiber reinforced epoxy composites: Effect of chemical
treatments on impact strength”., J. Chem. Sci. Trans., 4., 409- 418 (2015)

J.S. Binoj1, R. Edwin Rajl, B.S.S. Daniel2, S.S. Saravanakumar., “Comprehensive characterisation of industrially
discarded fruit fiber, Tamarindus indica L. as a potential ecofriendly bio-reinforcement for polymer composites”.,
Int. J. Polym. Anal,, 4, 1-17, (2015)

S Jothibasu, S Mohanamurugan, R Vijay, D Lenin Singaravelu, A Vinod and MR Sanjay., “Investigation on the
mechanical behavior of areca sheath fibers / jute fibers / glass fibrics reinforced hybrid composite for light weight
application”., J. Ind. Text., 27, 1-23, (2018)

Yiren Pan, Meng Zhang, Jian Zhang, Xiaoyao Zhu, Huiguang Bian and Chuansheng Wang., “Effect of silane
coupling agent on modification of areca fiber/ natural latex”., J. Mater., 13, 1-12, (2020)

G Sai Krishnan, L S Jayakumari, L Ganesh Babu and G Suresh., “Nanopytomedicine: an emerging platform for
drug deliver”., J. Mater. Res. Express., 6, 1-7, (2019)

2Madu, K. E., 10koronkwo, G. O. and 2Nwankwo, E. I, J. Mech. Eng. Res.,6, 31- 37(2019)

J.S. Binoj, R. Edwin Raj, V.S. Sreenivasan, G. Rexin Thusnavis., ELSEVIER.,13, 156-165 (2016)

Jyotishmoy Borah, Nobarun Dutta., ELSEVIER.,, 5, 2229-2233 (2018)

S. Venkatarajan, B. V.Bhuvaneswari, A. Athijayamani, S. Sekar., ELSEVIER., 166, 6- 10 (2019)

K.N. Bharath, R.P. Swamy., ““Adhesive tensile and moisture absorption characteristics of natural fibers reinforced
urea formaldehyde composites”., JRTER., 1, 60-62, (2009)

Fang-lin Chao, Te-Hsin Yang, Je-Yau., ““New uses for areca catechu tree”., Int. Wood Prod. J., 11, 94-100 (2020)

G Sai Krishnan, L S Jayakumari, L Ganesh Babu and G Suresh., “Investigation on the physical, mechanical and
tribological properties of areca sheath fibers for brake pad application”., J. Mater. Res. Express., 6, 1-8, (2019)

89732




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

26

27.

28.

29.

30.

31.

32.

33.

34.
35.

36.

37.

38.

39.

40.

41.

42.
43.

44.

45.

Sowmiya Bharathi et al.,

. K. T. Thilagham1- G. Gayathiri Devi2- A. Kadirvel3 - D. Kumar., “A comparative performance simulation of
natural and synthetic sound absorbers in room acoustic applications”., ]. Biomass convers.,6., 1-11, (2022)

Manish raj, Shahab Fatima, Naresh Tandon., “A study of areca nut laef sheath fibers as a green sound- absorbing
material.,, ELSEVIER,, 4., 1691-169, (2020)

K.P. Aishwarya, N. Muralidhar, J.V. Praveen., “Study on areca nut husk fine fiber fabric reinforced composites
panels under dynamic loading conditions”., ]. Mater. Today: Proc., 669, 633-641, (2022)

Madu, K. E. and Okoronkwo, G. O., ““Areca fiber-reinforced polyester bio-composites pullout analysis”., J. Chem.
Sci., 2., 43-51, (2018)

M. Masudul hassan, Manfred H. Wagner, H. U. Zaman and Mubarak A, Khan., ““Recent advancement of natural
fiber reinforced polymer composite”., J. Nat. Fibers., 8., 165-177 (2014)

T. Narendiranath Babu, Tanay Kuclourya, Mohit Kumar Jain, R.V. Mangalaraja., “‘Statistical analysis and
investigation of tensile test data of coir composites reinforced with graphene, epoxy and carbon fiber”., (IJEAT).,
8.,6.,1092-1101, (2019)

W. L. Lai and M. Mariatti, “The properties of woven betel palm (Areca catechu) reinforced polyester
composites”., ]. Reinf. Plast. Compos., 27., 925-935, (2008)

C I P K Kencanawati, N P G Suardana, I K G Sugita and I W B Suyasa., “Characteristics of fiber treatments on
tensile and impact strengths of pine resin/areca husk fiber biocomposites”., ICKEM., 201., 1-5, (2017)
Ramakrishna Hegde, Kirthan L J, V A Girish, Girishkumar R., (IJ]MET)., 9.,13., 913- 917 (2018)

Kishan Naik, R P Swamy., ““Mechanical behavior of areca fiber and maize powder hybrid composites”., (IJERA).,
4.8.,185-189, (2014)

L. Yusriah, S. M. Sapuan, E. S. Zainudin, and M. Mariatti., “Characterization of physical, mechanical, thermal and
morphological properties of agro-waste betal nut (Areca catechu) husk fiber”., J. Adv. Mater. Res., 701., 239-242,
(2013)

Kishore Dinakarana, Harish Ramesha, Allan Dojo Josepha, Dr. Ramu Murugana, Dr. Sathishkumar Jothi.,
“Physical chemical and surface morphological characterization of areca catechu fiber”., J. Mater. Today Proc.,18.,
934-940, (2019)

Arumugam kayambu, Rajkumar Ramasubbu., “Influence of chemical treatment on tensile strength, water
absorption, surface morphology and thermal analysis of areca sheath fibers”., J. Nat. Fibres., 19(15)., 11435-11448,
(2022)

K.N. Bharath 1, R.P. Swamy., ““Adhesive tensile and moisture absorption characteristics of natural fibers
reinforced urea formaldehyde composites”., IIRTER,, 1.,5., 60-62, (2009)

K. T. Thilagham, G. Gayathiri Devi, A. Kadirvel, D. Kumar., “Development of wheat husk biosilica and
characterisation of its areca reinforced polyester composites”., J. Biomass Conversion and Biorefinery., 5., 1-11,
(2022) 42. Manish Raj, Shahab Fatima, Naresh tandon., ““Acoustical properties of jute felt sintered with cotton
shoddy”., ELSIVER.,, 169., 11-13 (2020)

Madu K. E., Okoronkwo G. O., Orji M. U. K,, ““Effect of fiber volume fraction and curing time on impact-hardness
strength properties of areca fibers reinforced polyester thermoset composites”., (IJETR)., 9.,8., 28-32, (2024)
Murkur Rajesh, K. Balaji., ]. Mater. Today: Proc., 32., 1-7, (2023)

Georgy sunny, T Palani rajan., “Influence of blend ratio of cotton and arecanut fibers on yarn properties”.,
(JCST)., 36.,2., 304-316, (2020)

Tamil Moli Loganathan, Mohamed Thariq Hameed Sultan, Mohammad Jawid, Ain Umaira Md Shah, Qumrul
Ahsan, Manohar Mariapan, Mohd Shukry Bin Abdul Majid., “Comparative study of mechanical properties of
chemically treated and untreated cyrtostachys renda fibers”., ] Bionic Eng., 17., 185-205, (2020)

Muhammad Rizal Muhammad Asyraf, Agusril Syamsir, Nazirul Mubin Zahari, Abu Bakar Mohd Supian,
Mohammad Ridzwan Ishak, Salit Mohd Sapuan, Shubham Sharma, Ahmad Rashedi, Muhammad Rizal Razman,
Sharifah Zarina Syed Zakaria, Rushdan Ahmad Ilya and Mohamad Zakir Abd Rashid., “Mechanical properties of
hybrid lignocellulosic fiberreinforced biopolymer green composites: a review J. Adv. Funct. Polym. Mater., 14.,5.,
1-5, (2020)

89733




Indian Journal of Natural Sciences

Vol.15 / Issue 88 / Feb / 2025  International Bimonthly (Print) — Open Access

.

www.tnsroindia.org.in ©[JONS

Sowmiya Bharathi et al.,

ISSN: 0976 — 0997

46. Gayathri Vijayakumar, Hindhuja Kesavan, Anisha Kannan, Dhanalakshmi Arulanandam, Jeong Hee Kim, Kwang
Jin Kim, Hak Jin Song, Hyung Joo Kim, and Senthil Kumaran Rangarajulu., ““Phytosynthesis of copper
nanoparticles using extract of spices and their antibacterial properties”., J. Processes, 9., 8., 1341-1347, (2021).

47. Balashanmugam Pannerselvam, Prabhu Durai, Devasena Thiyagarajan, Hak Jin Song, Kwang Jin Kim, Yun Seok
Jung, Hyung Joo Kim, and Senthil Kumaran Rangarajulu., “Facile synthesis of nanoparticles using Asian spider

flower”., J. Processes, 8.,4., 430, (2020).

48. Nuri Oh and Ji-Ho Park., “Surface chemistry of gold nanoparticles mediates their exocytosis in macrophages”.,

Int. J. Nanomedicine.,8.,6.,6232-6241, (2014).

49. Iliana A. Ivanova, Dragomira S. Daskalova, Lilia P. Yordanova and Elitsa L. Pavlova., Int. ]. Nanomedicine, 12.,2.,

21-27, (2024)

50. Hector Katifelis, Iuliia Mukha, Penelope Bouziotis, Nadiia Vityuk, Charalampos Tsoukalas, Andreas C. Lazaris,
Anna Lyberopoulou, George E. Theodoropoulos, Efstathios P. Efstathopoulos, and Maria Gazouli. Int. J.

Nanomedicine.,15., 6019-6032 (2020).

51.Y.S. Li, N. R. Tao, K. Lu., ELSEVIER,, 52.,6., 230-241, (2008).

Table.1:Composition of Cu nanoparticles

ELEMENT ATOMIC NUMBER ATOMIC WEIGHT (%) | NORMAL WEIGHT (%)
Cu 29 19.15 43.49
S 16 17.88 2049
O 8 62.98 36.02
Table.2:Composition of XRD
(Crystal | Interplan | hid h%l;:;:;
20| Coso| sSing| TVHM | linesize e | identificat | g tific Lattice
degree ‘D’ spacing in )
nm ‘d’ A | from peak ation
hkl
19.1 0.9861 0.1659 0.0191 73.7446 4.6428 - - -
24.3 0.9775 0.2104 32.9870 0.0429 3.6608 - - -
27.3 0.9717 0.2359 19.0997 0.0747 3.2651 - - -
32.9 0.9590 0.2831 4.9465 0.2922 2.7207 110 2 6.9954
37.5 0.9469 0.3214 0.4485 3.2651 2.3965 111 3 0.7768
42.5 0.9320 0.3624 216.221 0.0068 2.1254 110 2 305.782
51.8 0.8995 0.4368 0.2047 7.5306 1.7633 002 4 0.4094
56.8 0.8796 0.4756 0.5896 2.6733 1.6195 113 11 1.9554
61.5 0.8594 0.5112 0.2576 6.2647 1.5067 200 4 0.5152
715 | 0.8115| 0.5842 51.4012 0.0332 1.3184 200 4 1028.024
Table.3: Composition of TGA
TEMPERATURE(°C) WEIGHT LOSS (%)
40-120° 26.84%
160-280° 10.16%
280-604° 5.43%
552-730° 27.3%
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Table.4:Composition of GC-MS

ISSN: 0976 — 0997

S. RT COMPOU MOLECULAR | MOLECULAR | COMPOSITI STRUCTURE
No | Value N D NAME FORMULA WEIGHT ON
1. 13.26 Cyclododeca C12H24 2.52
6 ne - ~
168.319g/m ol [ J
14.86
2. 1 1-Decane C10H20 142.29g/mol 5.89
3. 15.66 Trichloroacet C2HCI302 163.4g/mol 2.97
2 ic acid [l
Cl,C—C—OH
Table.5: Composition of antibacterial activity
ORGANISM ZONE INHIBITION OF
Staphylococcus aureus 25mm
Escherichia coli 27mm
Table.6: Composition of antioxidant
CONCENTARATION RSA %
50 7.7474216
100 15.5965
150 25.0911
200 31.7643
250 32.6266
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Figure.2: Copper sulphate solution
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Figure.5: SEM analysis of Cu Nanoparticles Figure.6: EDX analysis of Cu nanoparticles
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Figure.8: TGA and DTA analysis of Cu Nanoparticles
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Figure.9: GC-MS analysis of areca fiber extract

Figure.10: Staphylococcus aureus and Escherichia. Coli
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Figure. 12: (a): Arranging the extracted fibers in carding
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Figure.13 (a): Needle punching of carded (b): Needle
punched nonwoven and lapped sheet Figure. 14: Developed Final Product Shoe insole
composite fiber sheet
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ABSTRACT

The integration of GSM (Global System for Mobile Communications) technology into modern industrial
power boiler monitoring systems offers a substantial improvement in operational efficiency, safety, and
reliability. This paper explores the design and implementation of a GSM-based monitoring system
tailored for industrial boilers. The system comprises a network of sensors to track critical parameters such

as temperature, pressure, water level, and gas emissions. Data collected by these sensors is processed by a
microcontroller and transmitted via a GSM module to a remote server or directly to operators' mobile
devices. This real-time data transmission enables continuous monitoring, early detection of anomalies,
and immediate alerts to maintenance personnel. By leveraging historical data, the system facilitates
predictive maintenance, reducing downtime and extending the boiler's lifespan. The paper also addresses
key challenges, including signal reliability, data security, and system scalability, providing a
comprehensive framework for implementing GSM-based monitoring in industrial settings. The findings
demonstrate that GSM technology significantly enhances the efficiency and safety of power boiler
operations, making it a valuable tool for modern industry.

Keywords: GSM Technology, Industrial Power Boilers, Real-time Monitoring, Sensor Networks, Data
Transmission, Remote Monitoring

89739




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Billam Anitha Reddy et al.,

INTRODUCTION

Power boilers are essential to the production of energy and process heating in the world of industrial activities.
Maintaining overall productivity and safety in industrial facilities depends critically on ensuring their effective and
secure operation. The capacity to deliver real-time data and predictive insights can be constrained by traditional
boiler monitoring systems, which frequently rely on manual inspections and simple automated controls. Delays in
reaction times, more downtime, and even possible safety risks can result from this. With the advent of advanced
communication technologies, particularly Global System for Mobile Communications (GSM), a new era of boiler
monitoring is emerging. GSM technology offers a robust and reliable means of transmitting data over long distances,
making it an ideal solution for remote and continuous monitoring of industrial power boilers. This paper explores
the integration of GSM technology into modern industrial power boiler monitoring systems. By employing a network
of sensors to track key parameters such as temperature, pressure, water level, and gas emissions, data can be
collected in real-time and transmitted to a central server or directly to mobile devices. This enables operators to
monitor boiler conditions continuously, receive immediate alerts for any anomalies, and make informed decisions to
maintain optimal performance and safety. The implementation of GSM-based monitoring systems brings numerous
benefits, including enhanced operational efficiency, improved safety measures, and the ability to perform predictive
maintenance. This not only reduces the likelihood of unexpected breakdowns but also extends the lifespan of the
equipment and reduces operational costs. This introduction sets the stage for a detailed examination of the design,
implementation, and advantages of GSM technology in industrial power boiler monitoring. The subsequent sections
will delve into the system architecture, data processing methods, and practical applications, demonstrating the
transformative potential of GSM-based monitoring in modern industrial settings.

METHODS

In this research plan, we utilize the Arduino Atmel ATmega328P microcontroller, which operates at 5V and 16MHz.
The microcontroller features 16 analog and 54 digital I/O pins. The analog pin Al is connected to a temperature
sensor. Digital pins 22 to 29 are interfaced with a pressure sensor via UART 8-bit communication. Digital pin 4 is
connected to a proximity sensor through an NPN transistor. Digital pins 52 and 53 are used for level sensor probes,
while digital pins 6 to 11 are connected to a 16x2 LCD display. The TX1 pin is linked to the RX pin of a GSM module,
and the TX2 pin is connected to the RX pin of a USB to UART/SERIAL board, providing RS232 output for PC
connection. The ATmega328P microcontroller reads and processes all parameter values, sending SMS alerts via the
SIM800A module if any abnormal situation occurs. Additionally, it transmits the parameter values to the LCD
display and to a PC for graphical display via the Arduino IDE.

RESULTS AND DISCUSSION

The implementation of GSM technology in industrial power boiler monitoring systems has yielded several notable
results in terms of operational efficiency, safety, and maintenance. The following summarizes the key outcomes
observed from deploying such a system: Enhanced Real-Time Monitoring, Improved Safety, Predictive Maintenance,
Reduced Downtime, Operational Efficiency, User Experience and Interface, Scalability and Adaptability.

CONCLUSION

The use of GSM technology in industrial power boiler monitoring has resulted in notable advancements in terms of
maintenance, efficiency, and safety. Modern industrial operations have found the system's capacity to deliver real-
time data, forecast maintenance requirements, and improve overall safety to be a useful tool. These advantages
should be further enhanced by ongoing developments in GSM technology and system integration, which will
eventually lead to safer and more effective boiler control.

89740




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Billam Anitha Reddy et al,,

REFERENCES

1. Bishop, J., &Drennan, J. (2019). Industrial Boiler Efficiency and Monitoring Systems. Springer.This book provides an
overview of various industrial boiler monitoring systems and their efficiency improvements, including modern
technological solutions.

2. Cheng, M., & Zhao, X. (2020). “Application of GSM Technology in Remote Monitoring of Industrial Systems.”
Journal of Industrial Automation, 12(4), 234-245.Discusses the application of GSM technology in industrial systems,
focusing on remote monitoring aspects and the benefits of real-time data access.

3. Gopal, K. (2018). “Real-Time Monitoring and Control of Boilers Using GSM.” International Journal of Engineering
and Technology, 10(2), 112-120.This paper presents a case study on the implementation of GSM-based monitoring
systems in boilers, including system design and results.

4. Liu, Y., & Wang, H. (2021). “Predictive Maintenance for Industrial Boilers Using GSM and IoT.” Journal of Process
Control, 29(1), 45-55.Explores how GSM and Internet of Things (IoT) technologies can be combined for predictive
maintenance in industrial boiler systems.

5. Patel, R, & Singh, A. (2022). Advancements in Industrial Monitoring Systems. CRC Press. Covers recent
advancements in industrial monitoring systems, including the integration of GSM technology for enhanced data
collection and analysis.

6. Raj, S, & Kumar, A. (2017). “Optimization of Industrial Boiler Performance Using GSM-Based Monitoring.”
Energy Reports, 3, 123-134.Examines how GSM-based monitoring can optimize boiler performance and improve
operational efficiency.

7. Smith, P., & Johnson, L. (2016). “Data Security and Communication in Industrial Monitoring Systems.” Journal of
Industrial Technology, 23(3), 78-89.Discusses the importance of data security and reliable communication in

industrial monitoring systems, relevant to the GSM-based approach.

89741




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.15 / Issue 88 / Feb / 2025 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

REVIEW ARTICLE

An Identification of Heart Disorder through Cardiac Sounds — A Review

K.Vetriselvi ™ and G. Karthikeyan?

1Research Scholar, PG and Research Department of Computer Science, Periyar Government Arts College,
Cuddalore, (Affiliated to Thiruvalluvar University, Vellore), Tamil Nadu, India.

2Assistant Professor, PG and Research Department of Computer Science, Periyar Government Arts
College, Cuddalore, (Affiliated to Thiruvalluvar University, Vellore), Tamil Nadu, India.

Received: 21 Nov 2024 Revised: 03 Dec 2024 Accepted: 22 Jan 2025

*Address for Correspondence

K.Vetriselvi,

Research Scholar,

PG and Research Department of Computer Science,

Periyar Government Arts College, Cuddalore,

(Affiliated to Thiruvalluvar University, Vellore), Tamil Nadu, India.
E.Mail: vetriselvik2009@gmail.com

This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License
T (CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited. All rights reserved.

ABSTRACT

Current technology development in the Artificial Intelligence along with Big Data analysis renders more
favour in the medicinal field especially in diagnosis of fatal diseases like heart problems without any
symptoms. Heart ailments commonly known as Cardio Vascular Diseases can be identified by recording

heart beat sound and processing the audio to separate normal and abnormal entities. Machine learning
methods were empowered to exercise the audio signals by converting into images and classification
methods are used to identify numerous stages of heart problem with slight variation in heart sound.
Because of imprecise results, the models of deep learning are utilized to find the problem more
approximately by the use of transfer learning models. With the advancement of CNN architecture and
RNN techniques, best accuracy could be derived in classification process of audio signals. This research
discusses about the challenges and future trends on deep learning application to classify heart sounds.
The emerging new models based on CNN architecture for processing audio signals are also discussed
along with different steps used for handling the heart sound.

Keywords: Cardio vascular diseases, Deep Learning, Machine Learning, CNN architecture, RNN
technique.

INTRODUCTION

Nowadays cardiovascular diseases (CVD) are spreading rapidly all around the world increasing the fatality rate.
According to World Health Organization analysis, yearly around 17 million people expire because of CVD and in ten
years this number will raise to 23 million[1]. Although this ratio is annoying, good news is that the majority of
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cardiovascular disorders can be managed if they are detected as soon as feasible [2],[3]. Trained doctors can diagnose
a wide range of CVD by listening to the heart sounds in conjunction with general examination and obtaining a
clinical report[4], [5]. Consequently, researches for the automatic processing of heart beat sound signals to diagnose
cardiac diseases have been vigorous [6-11]. The prediction systems based on data about heart sound differentiating
abnormal from normal heart beats have been developed using recorded signals. Such heart anomaly detecting
devices have occasionally attained respectable accuracy. These systems however are decision support systems
intended only for qualified doctors who can record patient heart sounds using digital stethoscopes and subsequently
validate the accuracy of such signals for diagnostic purposes. This would restrict the use of such systems when there
is a lack of educated medical personnel, especially in impoverished parts of the world around. [12]. Even in rural
zones, mobile technologies have developed promptly like smart phones during the past ten years [13]. Modern smart
phones are built with variety of sensors including microphones, cameras and accelerometers. Additionally, they
profit with strong processors that enable complicated on-device computations. Particularly in areas lacking qualified
medical personnel, mobile technology can provide individualised healthcare solutions. Both infectious diseases like
COVID-19 [14] and uninfected diseases like diabetes [15] and cancer [16] have benefited by the use of mobile
technologies in screening programmes. Additionally, they are now used for the initial heart disease problem. Data-
driven models to identify cardiac illness have been built utilising heart sound obtained from cell phones [17], [18]. An
illustration of the acoustic energy generated by the mechanical behaviour of the cardiac components is provided by a
phonocardiogram (PCG), popular representation of heart sounds. A PCG signal identifies any unusual heart activity
by listening and examining unexpected sounds. Detecting and categorising heartbeats can also be used in various
contexts, including diabetes [21], [22] emotions [23] and meditation [19], [20]. Initially leading heart sound (S1) and
succeeding heart sound (S2) are the two main noises that are present in every normal heartbeat. Systole which begins
after S1, is the term used to describe the heart's contraction. Diastole refers to the period immediately after S2 when
the heart's ventricles will be relaxing and filling with blood.

STEPS FOR HEART SOUND ANALYSIS
There are various steps involved in processing of heart beat sound to identify normal and abnormal persons. These
are described in facet as follows.

Preprocessing

The recording of heart beat sounds interrupted by the friction between equipment and person’s skin, random noise
including breath sounds and environment sounds [24]. Due to the fact that the heart beat sounds are commonly
combined with these interference signals, out of band noise must be removed. Wavelet denoising and digital filter
denoising are the most frequently used denoising techniques [25]. A new study path in the field of heart beat sounds
feature extraction is the wavelet design function for heart beat sound based on past understanding of heart
sounds[26].

Segmentation

The objective of this method is to discover the division of PCG signals like artifact, murmur, extrahls, normal, extra
systole. Moreover, individual differences occurs in heart beat cycle length, heart beat sound quantity, heart sound
murmur type in erroneous PCG signal segmentation. Thus, segmenting the FHS is a fundamental step in the
automatic PCG analysis process. In recent years, envelope-based techniques [27], [28], ECG or carotid signal
techniques [29], probabilistic model techniques [30], [31], feature-based techniques [32] and time-frequency analysis
techniques [33] have all been utilised to segment heart sounds. The underlying premise of the employed algorithms
is that the diastolic gap is longer than the systolic gap. Particularly, infants and heart disease patients, this statement
is not always accurate for an abnormal heart sound [33]. Based on the similarity between the ECG waveform and the
heart beat sound signals, it has been discovered that algorithms that combine the cardiac cycle with an ECG signal
perform better in segmenting data with higher hardware and software requirements. Additionally it is difficult to
categorize the heart sound by ECG signals because generally database rarely containing synchronized ECG details.
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Feature Extraction

In order to make the analysis of the heart sound data easier, feature extraction is utilised to reduce the fresh high
dimensional heart beat sounds into low dimensional features. A mixture of handcrafted features and machine
learning-based methods have been applied for feature extraction, with the custom of Mel frequency cepstrum
coefficients (MFCCs) [34], Mel domain filter coefficients (MFSCs) and heart sound spectra (spectrograms) [35] which
are based on the short time Fourier transform (STFT) and discrete wavelet transform (DWT) coefficients [33] and
frequency and time features [36] from the time-domain, frequency-domain, scale domain in the S1 and S2
components. Because the window size length affects the resolution of the signals in both the frequency and time
domains, it is challenging to balance the features retrieved by STFT with the frequency and time resolutions of the
heart sound signals. The wavelet transform is more efficient than these alternatives for identifying the key
components of heart sounds [37].

Classification

Classification is utilized to divide the PCG signals into normal and pathological classes like artifact, extrahls,
murmur, normal and extra systole categories. Recently most researchers use two types of algorithms like machine
and deep learning which are used to classify the heart sounds. In machine learning methods like Artificial Neural
Network (ANN), Gaussian mixture models, random forests, Support Vector Machine (SVM), and Hidden Markov
Model (HMM) are applied to the extracted features to identify different heart sound signals suggestive of different
heart problems [5]. The other types of employed algorithms use the latest popular deep learning methodologies like
deep RNNs and CNNs.

Different types of Heart Sounds

The various categories in heart sounds are given as Fig.2.

This contains five classes of heart sounds:

1. Normal : healthy heart sounds

2. Murmur : Extra heart sounds that occur when there is turbulence in blood flow that causes the extra vibrations
that can be heard

3. Extrahs: Heart beats with additional sound

4. Extra systole: are additional heart beats occur outside the physiological heart rhythm and can cause unpleasant
symptoms

5. Artifact: These sounds are caused due to some interference like environmental, instrumental, or biological
interference. In some cases, artifacts are not considered as a defect of the heart as this sound can be generated or
produced due to external interference.

Different Methodologies For Heart Sound Classification

There are numerous methods for classifying abnormal and normal persons. The two types discussed are machine
and deep learning techniques for processing and classification purpose. The input is one-dimensional vector allows
the calculation of the output, a feature map by operation of discrete convolution.

Machine Learning Methods for Classification

Deep learning techniques for heart beat sound classification

The essential ideas and deep learning techniques utilised for classifying heart sounds are described in this section.
The sample deep learning method for classifying heart sounds is shown in Fig.4. The three primary categories of
deep learning-based methodologies are CNN, RNN and hybrid approaches. Below Table 1 lists study that discusses
detail on various techniques. The types of characteristics that can be utilised as deep learning input vectors,
appropriate pre-processing methods and the procedure for building deep learning models for heart sounds
classification are some of the aspects that are discussed in the following subsections.
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CNN Methods For Heart Sound Classification

CNN architecture is a specialized type of neural network for processing both time series and image data [54]. CNN
kernel unit network is a convolution network that employs specific linear operations rather than standard matrix
multiplication across multiple layers. The effective implementation of CNN benefits two dimensional CNN
algorithms for classifying heart sounds. The temporal and frequency characteristics of the heart sound signals are
obtained by using two dimensional feature map. The unified standards for two dimensional CNN inputs are often
created first from the one dimensional heart beat sound signals for classification. The most used feature maps for
classifying heart sounds are MFSC [19], [25], [32], MFCC [32] and spectrograms [30], [31]. A two dimensional CNN
based strategy was put forth by [29] for the automatic distinction of normal and pathological PCG signals. The
segmentation technique developed by Springer [54] was used to split the heart beat sounds at the beginning of S1
into fixed 3 segments. The PCG signals 1D time series were then transformed into 2D.

RNN Methods For Heart Beat Sound Classification

A group of neural networks called RNN is employed for handling sequence data. It has been observed that RNN
designs such gated recurrent units (GRUs) and Long Short Term Memory (LSTM) provide cutting edge results in a
variety of applications including machine translation, speech recognition and picture captioning [55]. RNN can infer
heart beat sound signals because these are a type of sequential data with a robust temporal connection. Actually, they
have been highly successful and frequently employed for the categorization of heart beat sounds [56]. In Figure 4, a
general diagram of RNN architecture is presented.

DISCUSSION

Comparison of Deep Learning Methods With Machine Learning Methods

A segmentation algorithm was selected to pinpoint the positions of the S1, S2, systole and diastolic phases in the
majority of studies using machine learning techniques for classifying heart beat sounds. Time-domain, frequency-
domain and statistical properties of the heart beat sound were extracted based on these points. The standard
conventional Automatic heart beat sound segmentation and categorization using machine learning Pedro Narvaez
suggested the idea of noises [57]. Compared to other machine learning techniques as the discrete wavelet transform,
Butterworth filter and empirical mode decomposition, this method has produced superior results (EMD). The
categorization of heart beat sounds is more difficult in the segmented heart sound classification making the
computation more difficult. However, in unsegment heart beat sounds classification, a brief segment of the heart beat
sounds is converted straight into representation features, saving on processing expenses involved with major feature
engineering. The effectiveness of the classification is comparable to that of approaches that uses heart sound
segmentation. Traditional machine learning techniques for classifying heart sounds make use of little training data
and feature learning is predicated on prior understanding of the data. As a result, they rely mostly on learned
distributed discriminative characteristics. To design a neural network with numerous hidden layers and implement
deep learning, to adjust all model parameters in a hierarchy starting at the bottom, large-scale data training is
needed. From the low-level features of the raw data, strong generalisation and abstraction features are gradually
derived and the prediction is facilitated by the application of end-to-end networks increasing classification precision.
Unlike the single architecture of a deep learning method, predictable machine learning techniques can be applied to
jointly extract, select and classify features.

CHALLENGING ISSUES

Limited Heart Sound Data

To prevent over-fitting and to improve and expand the effectiveness of the trained model, deep learning-based
approaches for classifying heart sounds need a lot of widely dispersed heart sound data. It is generally accepted that
expanding the heart sound datasets for training and the heart beat sounds classification techniques based on deep
learning (DL) should increase accuracy and produce superior performance. In reality, there is scarce information
about heart beat sounds. Therefore it is crucial to establish minimum training heart sound samples required to
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classify heart sounds with high accuracy. Consider [58], which offers a generic methodology that is simple to
implement. Additionally, majority of the employed algorithms for deep learning performance is often benchmarked
using datasets from the 2016 PhysioNet / CINC Challenge. The widely utilised heart sound datasets, however, are
quite modest in size, especially when it comes to certain disorders. These instant datasets include only the sound
waveform, excluding pertinent clinical information like gender, age and history of illness, which is crucial for doctors
to perform their assessment. The acquisition of numerous heart sound samples especially for a particular kind of
problem needs time and effort. As a result, unrestricted heart beat sound datasets are usually limited and unevenly
distributed among classes. Additionally, majority of existing deep learning techniques have focused on the
classification of heart beat sounds into two classes (normal and pathological). Although, a small number of studies
have examined the classification of heart beat sounds with more classifications due to the restricted amount of heart
sound data. Trained medical professionals are needed to develop standard heart sound databases in the future that
can store clinical data like gender, age, position and medical history including other details and exchange the
databases on a cloud platform. This approach benefits deep learning techniques to spot more defined irregularities in
heart beat sound signals. The variety of recording devices, environmental noise and data collection sites used in the
acquisition of heart sound signals directly contribute to diversity in the data distribution. Some technologies like
batch normalisation, regularisation and dropout can be used to avoid over-fitting in the training of deep models and
maximise the generalisation performance. It was shown in [59] that even the top model trained on the
PhysioNet/CinC Challenge datasets [60] only obtained 50.25% accuracy when tested on the HSSDB dataset. This is
due to the limited amount of accessible heart sound data which causes over-fitting and poor accuracy effected with
deep learning techniques. Currently there are three methods for handling massive amount of training data required
for processing. The first strategy entails enhancing and balancing the existing data using a variety of signal
processing techniques including down and over-sampling [61]. Oversampling strategy was able to significantly
improve the performance of categorising positive and negative samples by enhancing small heart sound samples and
balancing both the samples. Additionally syntactic heart beat sound data has proven to be a successful augmentation
technique as in [61]. Reference [66] stated increasing of training data artificially by altering the tempo, speed, volume
and pitch of their audio recordings especially by boosting the raw heart sound recordings from 3153 to 53,601. This
significantly boosted generalisation and prevented memorising. The backdrop deformation technique was employed
as in [63] increases the performance in a noisy environment while augmentation.

The second method for addressing the data limitation issue demands changing the algorithms by providing the cost
function, various weights based on the training data distribution. This tackles the problems with categorization
imbalances for heart sounds. The distribution is twisted towards the expensive classes and the model prioritises the
samples with scant heart sound information. This technique has been extensively used in the classification of voice
and images. However the optimization of the inequity problem in the categorization of heart sounds has only been
applied in a small number of related works [64] providing an ideal research opportunity. Additionally the creation
of artificial images and sounds have been extensively studied using generative adversary networks (GANs), a type of
deep neural network architecture made up of two neural networks termed the generator and discriminator. Heart
beat sound classification has also been done using a GAN-based technique. For instance, to produce synthetic heart
beat sounds with a low noise level, as in [65] presented a GAN based model together with a denoising step utilising
the EWT. In order to train deep learning models, GAN based synthetic heart beat sounds can output a wide range of
synthetic heart sounds that is distinguished from natural sounds. As a result, synthetic heart beat sounds can help
heart sounds function better.

Training Efficiency

Realizing effective training model is a key difficulty in deep learning. Deep learning neural networks are frequently
ineffective to train from scratch due to the random initialization of the parameters. The learning rate, optimizer,
iteration step and activation function are among the most crucial variables that have a substantial impact on training
effectiveness. Repeated experiments are frequently used to investigate these optimization super-parameters;
however, this makes the training process quite time-consuming. A significant barrier still exists in training the deep
learning model to choose the super parameters automatically. A transfer learning strategy would be used as a proper
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resolution. Transfer learning can be utilised to expedite training and produce better results than starting from scratch.
Although the method has been engaged in a variability of settings, including acoustic classification paradigms, image
classification and natural language processing, it has rarely been utilised to classify heart sounds. The authors
present evidence for the effectiveness of deep model training via transfer learning in [66, 67]. However, [67] were the
first to investigate the use of transfer learning to categorise heart sounds. By modifying the VGG16 parameters to
consider the heart sound data, they were able to substitute the final fully connected layer of the model with two
neurons. Compared with training the entire CNN network from beginning, this is a faster method for completing a
full CNN-based categorization. Transfer learning was utilised as in [68] to automate the distinction between normal
and pathological cardiac sounds. The pretrained CNN models Squeeze Net, Google Net, Inception-V3 and Exception
improved with the new data set were fed with the MFCC representation as input. This method produced average
classification accuracy up to 89.5% in Pascal challenge database. In addition, [69] introduced 1D CNN in which the
parameters of 1D CNN model pre-trained on the PhysioNet HS Classification dataset were cultured using transfer
learning. The flattened layer was moved [70] to a new CNN architecture with three output neurons each representing
the categories of normal, mildly abnormal and severely abnormal. The TL-Data which differs from the samples in the
PhysioNet heart beat sounds classification dataset was used to fine tune the parameters. This procedure speeds up
the model training process by avoiding time consuming super parameter exploration.

More Powerful models

Deep learning models with dense layers perform more accurately, becoming recent trend in current improvements.
Some examples of pretrained models are modified VGG Net network [71] with 16 convolutional layers, the modified
Inception, Residual network [72] with 138 convolutional layers and the modified Alex Net network [73] with 35
convolutional layers. These outperformed models with just two [74] or one [75] convolutional layer, produce heart
sound classification accuracy rates of 97.05%, 93.56%, and 89.81%, respectively. However, deep learning
representations with additional layers may have more complicated systems requiring more computer power and
memory space .This would strictly limit their capability to be used in other systems and on mobile devices. In an
integrated approach of utilizing Intelligent Bi-LSTM models with architecture optimization, optimal channel
selection, and feature selection holds great promise in revolutionizing the early detection and prediction of heart
diseases through WBAN technology [76]. the utilization of Bidirectional LSTMs with attention for heart sound
segmentation represents a state-of-the-art approach that shows great potential for enhancing the analysis and
diagnosis of heart conditions through advanced signal processing techniques [77]. he integration of machine learning
techniques with audio feature extraction for heart sound analysis holds great promise for enhancing the accuracy and
efficiency of heart disease detection, paving the way for more advanced and personalized healthcare solutions [78].
he researchers developed a novel framework that leverages Al algorithms to analyze audio signals derived from
heart sounds for accurate and efficient classification of heart disease conditions. By combining the power of machine
learning with audio signal processing techniques, the proposed framework offers a non-invasive and potentially
more accessible approach to diagnosing heart conditions [79]. It investigate the application of deep learning
techniques in analysing heart sound signals to predict obstructive coronary artery disease. The research aims to
develop a more efficient and accurate method for diagnosing this cardiovascular condition using advanced machine
learning algorithms. By harnessing the power of deep learning, the study contributes to the ongoing efforts to
enhance the early detection and management of obstructive coronary artery disease, potentially leading to improved
patient outcomes and healthcare practices [80]. explores a hybrid model combining Convolutional Neural Networks
(CNN) and Long Short-Term Memory networks (LSTM) to classify heartbeat sounds. The study finds that this CNN-
LSTM approach significantly improves classification accuracy compared to traditional methods. The ultimate benefit
is a more reliable and precise tool for diagnosing heart conditions based on acoustic signals [81]. In order to create
effective, light-weight deep learning models, a variety of strategies can be used. One includes the model being
compressed by lowering the number of redundant weights in the DNN, which lowers the demands on memory and
computational power. Parameter pruning and sharing, low-rank factor decomposition, knowledge distillation, sparse
regularisation and mask acceleration are some of the main techniques used today for compressing deep learning
models [82]. The use of such techniques in deep learning for classifying heart sound signals would significantly
decrease the amount of storage space needed and speed up the processing time for mobile terminal operations.
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CONCLUSION

Particularly in low income and middle income countries, CVD have a significant negative impact on health and
financial status of individuals. Computer aided methods for the quantifiable analysis and classification of heart beat
sounds can be utilised to simplify the earlier diagnosis of CVD. For further testing, heart sounds provide significant
initial hints for the estimation of the condition of the human heart. In recent years variety of deep learning methods
for classifying heart beat sounds has been created. Deep learning has proven to be the best method for classifying
heart beat sounds according to various medical states of the heart. Despite the advances made in the industry, there
are still some issues needed for more technical development. The main issues to be fixed are insufficient data,
ineffective training and inadequate powerful models. The development of solutions for these challenges promises to
make deep learning a major breakthrough for human health management.
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